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FOREWORD

Research conducted by the Systems Research Group of The Ohio Statc
University under contract number DAAH 01-67-C-1240 is described in this report,
This volumc is the second volume of a five volumc report presenting the DYNCOM
Land Combat Model., The first volume, Volume 1, introduces the DYNCOM model
and presents the design of principal submodels completed by October 1968, This
volumc describes basic submodels completed by December 1969, Volume 3
presents the Acrial Platform Combat Operations Modules, and Volume 5 is the
classified annex to this report. Volumc 4 contains documentation for the DYNCOM
computer program consisting mainly of common descriptions, subroutine deserip-
tions, and flow charts,

Both complcte descriptions of research results for unclassified work and
unclassified summaries of unclassified results appear in this volume, i.ec.,
Volume 2, Chapter 1 summarizes the principal characteristics of the DYNCOM
model and introduces the research areas described in this volume. The prineipal
rescarch areas that are¢ described in their entirety in this volume are:

1. Analysis of communication experimental rcsults (Chapter 3),
2, Crew-Served Weapor Movement Model (Chapter 5),

3. Extensions to the Bcam-Rider Missile Models (Chapter 6),

4, Prediction of detection (pinpoint) times of the signatures of
concealed firing weapons (Chapter 9).

The summarics of classified research outline research to develop models
of:

1, Indircect-fire electro-optical guided missile systems (Chapter 2),

2. DRAGON missile system (Chapter 4), and

3. Electronic countermeasurcs (Chapter 7),

Although this is a final report for the Land Combat Model (DYNCOM) con-
tract, comments, suggestions, and criticisims addressod to the authors of the
report are welcome since our group maintains a continuing interost in and partie-

ipation in military operations research,
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Conclusions drawn in this report represent the current views of the
Systems Research Group, Department of Industrial and Systems Engineering, The
Ohio State University, and should not be considered as having official USAMICOM
or Department of Army approval, either expressed or implied, until reviewed and
evaluated by those agencies and subsequently endorsed.

The cooperation received from MICOM personnel in the conduct of this
research has been extremely helpful, In particular, we wish to acknowledge the
advice and assistance provided by Mr. Ernest Petty.

In addition, we wish to acknowledge the important contributions of the
programmers who have performed a tremendous effort to make the DYNCOM
computer program possible, In particular, Messrs. Leslie Moss and Charles
Harget have been instrumental in seeing that the DYNCOM program has been
implemented successfully.

Moreover, we must acknowledge the contributions of the secrotarial staff
who made this report possible. Mrs. Gordon Graber patiently typed the rough
drafts and final text.
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CHAPTER 1
EXTENSIONS TO THE LAND COMBAT MOREL (DYNCOM)

by
G. M. Clark

Introduction

New missile or modifications to existing missilc systems are being
proposed to increase the combat cffectiveness of the army at reduced cost.
These systems involve changes in accuracy, lethality, ilight trajectory,
effective range, firing rate, guidance method, target acqu’.ition capability,
launcher mobility, and usc of indirect fire in place of direct fire. The effective-
ness of these changes interacts strongly with unit tactics, unit organization,
capabilities of other organic weapons, and battleiield environment. To evaluate
the cost-cffectiveness of these changes, the U. 8. Army Missile Command
(MICOM) has contracted for the development ¢f DYNCOM, a high-resolution
simulation of mobile combat between battalion-sized armored lorces. This
report describes the results ol research completed by November 1969 to ox-
tend the capability of DYNCOM.

This volume is the sccond volume of a five volume final report, and
rescarch, other than work on the acrial platform module, completed between
October 1968 and November 1969 is described in this report. The principal
research arcas are:

1. analysis of communication experimental results (Chapter 3),

2. Crew-Served Weapon Movement Model (Chapter 5),

3.  extensions to the Beam-Rider Missile Models (Chapter 6),

4. prediction of detection times under conditions of Hmited
visibility (Chapter 8), and

5. prediction of detection (pinpoint) times of the signatures of
concealed firing weapons (Chapter 9).

In addition, summaries arc presented of rescarch completed between October




1968 and November 1969, but describedindetail in the classitied annex, Volume5, of
this final report, These summaries describe completed research in the arcas of:

1. indirect-fire electro-optical guided missile systems,
2. DRAGON missile system, and
3. countermeasures,

Volume 1 of this report prcsents the basic structure of DYNCOM and a
description of rcsearch to develop DYNCOM completed before October 1968.
Volume 3 presents the Aerial Platform Module. Classified results are de-
scribed in Volume 5, and Volume 4 is the programmer's manual containing
program input data formats and flowcharts,

The reader of this volume, Volume 2, is referred to Chapter 1 of Volumel
for anintroduction to DYNCOM, TIowever, a bricf overview of the principal ¢harac-
tcristics of DYNCOM is presented in this chapter to serve as point of reference
for the research described in this volume,

Overview of DYNCOM

The principal characteristics of DYNCOM are:
1. High resolution
2, Dynamic tactics

3. Flexibility in use

The original design objectives cstablished for DYNCOM emphasized the above
characteristics because of MICOM's nceds in the analysis of missile systems,
These characteristics are discussed below,

The prime characteristic of DYNCOM has been a high-resolution repre-
sentation of individual weapon fircpower, mobility, protection, and detection
capabilities and their interactions with the terrain, For example, this high-
resolution representation permits the simulation of different missile flight
trajectorics such 2s a beam-rider missile as it interacts with the terrain-profile,
and these missile flight trajectories can be compared with the parabolic trajec-
tory of a conventional tank main gun. Fundamental concepts are emphasized
such as cover, concealment,ficlds of fire, and terrain mobility characteristics.
Morecover, this representation is achieved in the context of a dynamic combat
situation where both forces can be mobile at the same time.  Becuuse of this
detailed reprosentation of Individual weapon performancoe as it intoracts with




terrain, DYNCOM is a high-resolution simulation.

Dynamie taeties are represented by DYNCOM since the high-resolution
representation of individual weapon performance requires situation-dependent
movement and firing taeties to represent weapon performance in a valid manner.
Combat is represented in DYNCOM as an adaptive process where each unit is
constantly evaluating the battle situation in order to pick the tactiz most appro-
priate for the taetieal doetrine expressed by the input data. Assault routes,
taetieal formations, firing assignments, and the timing of withdrawal and advanee
movements are situation-dependent and generated internal to the simulation. The
simulation event-sequencing procedure has been designed to emphasize flexibility
and avoid preseheduling a battle. If the battle situation merits a new taetic at any
point of the battle, changes are generated to a unit's route, formation, or firing
assignments.

Beeause of the detailed nature of DYNCOM, flexibility in use is an impor-
tant charaeteristie, Alternative designs, tactics, unit organization, and battio-
field environment are frequently derived during the course of a study that were
not initially apparent, DYNCOM has been purposcly designed to be flexible so
that different combat situations and environments could be reprosented without
ehanging the simulation program and with a minimal amount of change in input
data required. This flexibility is achieved because of the fundamental nature of
the input data permitting maximum use of available data sources. For example,
the digital terrain elevations used to eonstruct a terrain surface are obtained
direetly from the Army Topographic Command and only require proecssing by a
eomputer program to prepare inputs for DYNCOM. Another advantage derived
from the basie nature of the input data is that alteration of input eonditions can
be performed in a loealized manner with a minimal number of paramecters affected.
The input data are partitioned into independent data sets organized to describe
weapon physieal eharacteristies, terrain, unit organization, and tactical decision
eriteria. The interactions among these input data sets are computed by DYNCOM
and are not specified by input data.

In order to represent a wide rango of different tactical situations and
geenarios without requiring program changes, basic eoncepts for representing
the organization and tactical role of individusl combatants and combat units have
been established for DYNCOM and are described in the following section,

Tactical Organization

DYNCOM has suffieient flexibility to reprcsent combat engagements
ranging in size from a single weapon to an armored battalion. Attaeking,
supporting firc, and delaying mancuver units arc described. A coordinated
attack against a sequence of objectives conducted by geveral teams moving




within separate axes of advance can be represented. Phase lines are used to
control the speed of advance of adjacent units. As the attacking teams advance,
the supporting fire mancuver units move forward to fire support positions.
Moreover, the delaying force can have several maneuver units that are assigned
a sequence of delay and outpost positions. Movement of each maneuver unit is
represented during the attack, advanee to fire support positions, and with-
drawal from delay and outpost positions. Thus, DYNCOM represents a dynamic
sombat situation where both forees can move simultancously.

In order to provide flexibility for representing diverse weapons and com-
bat situations ranging in sizc from a single weapon to battalion cngagement,
tactical organizations arc constructed in DYNCOM by forming mancuver units
eomposed of eclements with different capabilities, An clement is the smallest
combat entity provided a point location in DYNCOM. An elcment could be a
tank, an armored personnel carricr that can launch indircct-fire missiles, or
an anti-tank crew-served weapon, The capabilities possessed by an element
are stipulated by input data specifying its mobility and weapon type codcs and
its initial ammunition supply. The weapon type specifics uniquely a set of fire-
power characteristies; i. c., weapons, projcctile types, and protection char-
acteristics (silhouette and vulnerability with respect to enemy projectiles).

These firepower and mobility capabilities are retained until the
ammunition supply is consumed or the element suffers a firepower or mobility

kill. Loss of firepower capability does not imply loss of mobility, and the
clement can continue moving. Similarly, loss of mobility does not imply loss
of firepower. The input data arc organized sothat the mobility characteristics
are described in detail for each mobility type code. For example, mobility
type one might be a main battle tank and type two might be an armorcd personnel
earrier. Similarly, the firepower and protection characteristics are described
for each weapon type code. Weapon type one might be a main battle tank with a
beam-rider missile, type two a main battle tank with a conventional main gun,
type three an armored personnel carrier with indirect-fire missiles, and type
four an armored personnel earrier with a rapid-fire weapon. In addition, a
weapon type may cmploy up to 8ix different projectiles or weapons with unique
aceuracy and theality characteristics. The initial ammunition supply by pro-
jectile type must be speeified by input data for each element, which is stored
in common arca LAMMO (sce page B-120 of Volume 4A). Also, the mobility
types for each element are speeified by input data stored in common area
LMOBT (page B-138 of Volume 4A).

The movement activities of individual clements in DYNCOM are contro!led
by maneuver units. While moving, cach element guides on his mancuver unit
leader who designates routes and formations. Af the maneuver unit is occupying
a stationary position, the decision to initiate movement is made by the man-
cuver unit leader,




A maneuver unit can vary in size from one to seven platoons, and a
maneuver unit composed of more than one platoon is a team maneuver unit.
Platoons can have up to two scctions, and they can be as small as a single
element. Sections vary in sizc from one to four elements.

The organization of each maneuver unit affects the flow of intelligence
information conecerning the location of enemy weapons. Each platoon is pro-
vided a communication nct known as the platoon tac tical net. Thc platoon
leaders and othcr elements, designated by input data, are on a net called the
company tactical net. Firc-request nets arc provided for communication of
requests for supporting fire by forward observers. The elcments on each net
are established by input data, and the nct organization is altcred when casualties
occur. A firepower kill is assumed to imply loss of ecommunication eapability.

Designated clements in a maneuver unit serve as artillery forward
observcrs by initiating requcsts for fire against targets of opportunity and
on-call firc missions. These fire requests arc actcd upon by artillery units
where each unit consists of a fire direction center and a firing battery. Up to
twelve elements can be simultaneously identificd as forward obscrvers, and
four artillery units can be reprcsented. When a forward observer beecomes a
casualty (eithcr fircpower or mobility kill) , it is replaced by another undamaged
element in its maneuver unit.

Similarly, designatced clements in each maneuver unit have the capability
to launch indircet-firc missiles (called missile launchers) and other clements
can be missile forward observers that request indireet missile firc and illuminate
targcts. Common arca LIFUNC stores input data specifying whether an element
is a missilc launcher or a forward obscrver. For the MISTIC system, it is
assumed that any clement having MISTIC missiles in its ammunition supply can
also firc in the dircct-fire mode.

Sequencc of Events

DYNCOM simulates 2 battlc by specifying a scquence of combat activities
for cach element for the duration of the cngagement. The interactions among
the combat activities of each element arc resolved by defining fundamental events
with respect to its actions. An event is a commitment to action during which a
combat clement will not alter its activitics regardless of the actions of other
clements. Examples arc provided by movement for a short time interval, firing
onc main gun round, or a single burst from a rapid-fire weapon.

Combat elements have events whieh are determined by their movemont
and firing activities. Artillery forward observer elements, however, can have




two types of events oecurring simultaneously, that is, an event performed by m
the weapon earrying the forward observer and an event performed by the forward i
observer to request artillery fires. Typieal forward observer events are selee-
tion, data preparation, communication of a fire request, waiting for a fire mis- i
sion to be executed, and communication of a fire adjustment. Artillery units |
have events which are defined by aetivity performed to execute a fire mission. i
A fire direetion eenter has plot and stand-by events, and the firing battery has |
firing and stand-by events.

The nature of each event implies a time to perform the event which ean

| be specified deterministically or stochastieally. Times for artillery events, il
sueh as data preparation, communication, plotting fire missions, and exccuting 4
fire missions, are determined by Monte-Carlo sampling from the pertinent Lf

distributions. Artillery forward-observer target scleetion events are of constant
duration, and they are repeated until the forward observer identifies or loses a 4 4
target. :

A different system is used for indireet-fire missile launchers and forward
observers. Events for missile forward observers are determined by the combat
actions of the vehicle earrying the forward observer; thus, the data preparation
and eommunication activities are not represented by separate events. However,
data preparation, eommunication, and illumination time delays and requirements
are explicitly determined during the simulation of a forward observer combat
element event. On the other hand, the time delays for a launcher to launeh a
missile and eommunicate with the forward observer are determined as events i
for the launeher in the same manner as a normal firing event., Onee an indirect-
fire missile has been launehed, a missile element is ereated by DYNCOM and
simulated along with the other combatant elements. By creating new missile
elements, the launchers of semi-active missiles ean assume new combat activi-
tics without waiting for the missile to arrive at the target area and yet the outcome
of a missile flight can be related to the eurrent aetivities for the illuminating
forward observer and target. On the other hand, launehers for cleetro-optical
missiles must aequire the target, and forward observers are free to search for
new targets after missile launch,  Missile flight events are repeated until the
missile arrives at the target at whieh time the missile element is destroyed,
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The procedure for determining the event time for a ground combatant
element varies depending on what actions are represented. TFour eases are con-
sidered, and are noted below together with the symbols used to identify each
case:

1. firing while stationary (MF),

2, moving and not firing (MF),




3. neither moving nor firing (MF), and
4, moving and firing simultaneously (MF),

The calculation of the time for firing without moving event, MF, depends
on the manner in which the weapon is fired. An event for a weapon that is fired
by adjusting the aiming point after each round includes loading, laying, and
flight times. A tank main gun or an anti-tank weapon, including beam-rider mis-
siles, would be fired in this manner. The event commences once the decision
to fire is made and terminates when the projectile impacts. It should be noted
that the loading activity may be occurring simultaneously with laying or projec-
tile flight., The firing time t; is determined by adding the result of a Monte
Carlo sampling from the pertinent firing-time distribution to a range dependent
flight time. For rapid-fire weapons, the firing occurs for a specified time
interval t.f; e.g., ten seconds. The number of rounds fired then becomes a
variable dependent on the weapon's rate of fire,

The length of a movement event without firing activity; i.e., MF, is
defined by a fixed timc interval and the distance traveled becomes a function of
the movement time t,,. When obstacles or terrain seriously reduce an element's
mobility, allowing a change in the direction of movement at the end of a time
period gives the element more flexibility than foreing it to travel an arbitrarily
prescribed distance.

Event times for the remaining cases are specified by applying two rules:

1. For an MF event, set the event time equivalent to the firing
time ty.

2. Tor an MF event, set the event time equivalent to the move-
ment time t .

The processing sequence for these cvents is ordered in time by using
"clocks' which are set for the time that each clement will complete its present
event, While the simulation is processing a given event, this cvent is called the
"current event, ' and the eclement performing the event is called the ''current
element. " Once a current element has been processed, its clock is updated by
the current event time; then, the next current element to be processed can be
determined by searching cach clock to find the clock with lowest time, Figure
1.1 illustrates the selection of the next current event from a set of element e¢locks,
and the beginning and end of cach event are noted in the figure by vertical tick
marks,
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Figure 1.1.--Selection of the Next Current Event

The entire battle is represented by a repetitive cycle of selecting a cur-
rent element, determining its actions during the current event, and then selecting
another current element. The battle is started by putting small random numbers
in each clock, and then searching for the clock showing the minimum time. The
battle is ended when one of the three conditions noted below is met:

1. The attacking force has seized all of its objectives,

2. The attack has been aborted, and the attacking force
has been forced to assumc definsive positions, or

3. One of the opposing forces has been annihilated.

Processing a Combatant Element

The event structure employed by DYNCOM is instrumental in providing

flexibility and permitting the simulation to represent a dynamic battle. The

beginning of each event provides an opportunity for tactics to bc reviewed and

altered in response to changes in the battl
Accordingly, the simulation program is de
at the onset of ecach event before an clement is

signed to evaluate the battle situation
committed to action in its current

event.
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e situation occurring in previous events.




The overall computational sequenec for a ground combatant element is
illustrated in Figure 1.2 by the loop starting with the Sequence Controller and
labeled "Armor'. The first step in processing a ground combatant clement is
to transmit messages on the nets which it is monitoring to give it the benefit of
intelligencc provided by other friendly elcments. After messages have been
received, the intelligence acquired by visual scarch during the current element's
previous event is determined. Also, intelligenece lost by the eurrent element duc
to loss of intcrvisibility or to its beeoming neutralized is assessed. If the current
element is a maneuver unit leader, it can evaluate its intelligence and the battle
situation, and then change its unit's movement plan if required. Each element
evaluates its firing activities prior to cxecuting the current event. Thc final
steps in eomputation proeedure determine the outeome of movement and firing
aetivities performed by the eurrent element in the eurrent event, Processing of
an acrial platform combat element is performed with a similar structure and is
deseribed in Volume 3 of this final report.

Program Modules

The simulation program that describes the outeome of cach event has a
modular strueture that corrcsponds to the steps in the processing sequence. Most
of these modules are shown in the DYNCOM schematie shown in Figure 1.2, These
modulcs simplify the understanding of the program organization. Morcover, these
program modules eorrespond to functions performed by an element, and they arc
the result of a model designed to represent this function. Although these modules
rcpresent separate identifiable parts of the program, their functioning is intor-
related in that information is passcd from one module to another. The models and
corrcsponding program modules can be revised to represent different combat
situations or weapon capabilitics, and various eombinations of thcse modules can
be assembled as required, Rescareh described in this volume has the objective
of extending the capabilities of the Communieations, Intelligenee, Beam-Rider
Missile, Indircet-Fire Semi-Aetive Missile, and Crew-Served Weapon Unit Con-
troller Modules.

The functions performed by caeh program module are described below. {

Communications, --In order to assess communication time delays, the
Communications Module represents communication traffic on platoon tactical
nets, company tactical nets, and fire-request nets.  Messages reporting newly
deteeted enemy weapons and requesting supporting fire are explicitly deseribed.
When messages are originated for transmission and the nets are busy . queues §
arc formed so that these messages can be transmitted at a later time., In order
to disseminate information throughout this taetical organization, the Communica-
tions Module will originate messages on the company net after they have been
sent on a platoon net, and vice versa,
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Intelligence. --An intelligenee list is maintained by the Intelligenee Module
for cach element giving the enemy weapons that he has approximately located,
visually detected, or pinpointed, and this list is updated ecach cvant as intel-
ligence is gained or lost, Approximate knowledge is possessed when the enemy
clement was reported on a communication net or when the enemy clement was
previously detected but is no longer intervisible, A visual-deteetion model i8
used in determining detection times.  This model considers variables which
affect the deteetability of a weapon such as range, conccalment, crossing veloeity,
and scene complexity. Also, both the neutralization status of the observer and
the firing activities of undetected enemy weapons are considercd in applying this
visual detection model, Coneealed firing enemy weapons may be pinpointed as
opposed to being visually detected by placing an obscrver's sights upon the firing
weapon signature.

Crew-Served Weapon Unit Controller, --The Crew-Served Weapon Unit
Controller Module controls the activities of dismounted crew-served weapon
units by scleeting an attack or defense mode of deployment, sclecting
desired firing positions, scleeting routes, and representing movement between
the crew-served weapon earrier and desired firing positions in the dismounted
mode.

Movement Controller. --The Movement Controller module represents
the seleetion of routes, formations, and desired unit speeds by mancuver unit
lcaders. The timing of withdrawal and advanee movements by delaying outposts,
and supporting fire units is specified by the Movement Controller, Threat
criteria based on unit leader intelligence and other factors are used to initiate
the withdrawal of outposts and delay units. Phase lines arc used to coordinate
the speed of advance of attacking units and to trigger the advance of supporting
fire units. Extensive use is made of the route-selection and formation-selection
submodels. Assault routes arc computed in the vicinity of the axis of advance in
order to determine routes that have desirable trafficability, cover, and ficlds of
fire, and the commander's intelligence coneerning enemy weapons, strong points,
and terrain condition is considered. Using the locations of deteeted enemy
weapons, the principal direction of threat is identified in order to determine
formations and desired speeds for mobile mancuver units, If the unit is in a
mineficld, the decision to breach the minefield, traverse the mineficld, or
perform a retrograde movement out of the mincficld is made by the Movement
Controller,

Fire Controller. —-As cnemy clements arc deteeted, the Fire Controller
makes the decision to engage a target, determines the highest priority target,
monitors the length of the fire mission, determines whether the target is to be
engaged while the firer is moving, directs the firer to a fire position, sclects
a projeciile, maintains the ammunition supply records, determines when for-
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ward observers request indirect missile fire, and assigns indirect-fire targets
to missile launchers. In seleeting targets, the Fire Controller eonsiders sueh
faetors as:

1. target range,

2. target weapon type,

3. target eover,

4. projeetile effeetive ranges,

5. firer's sector of responsibility,

6. whether the target is firing,

7. whether the target is firing at the firer,

8. whether other firendly weapons are engaging the target, and
9. unit integrity.

Also, targets ean be transferred to other firing units in order to represent fire
and movement taeties.

Movement. --The Movement Module represents movement by ground
vehicles and does not deseribe movement of dismounted erew-served weapons,
Using the unit formation and route designated by the Movement Controller, the
Movement Module eomputes the eurrent element's desired position at the end of
his eurrent event. This desired position is determined relative to the position
and speed of the unit leader so that the unit maintains formation integrity. The
element is placed at its desired position if it is eapablc of traveling the desired
distanee. Otherwise, the new element position is eomputed as the farthest point
it ean achieve along its route. The ealeulation of vehiele mobility capability
eonsiders the vehiele's physieal eharaeteristies and the mobility environment

along its movement path. If the vchiele enters a mincfield, the Movement Module

determined whether a mine is detonated and damage oeeurs.

Firing. --Using the uneovercd target profile, target range, projeetile
dispersion, and target vulnerability eharaeteristies, the aceuraey and lcthality
of ballistie trajeetory direet-fire weapons is assessed by the Firing Module.
Given a hit, the target is placed in a ncutralized status.
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Beam-Rider Missile, --Using a feedbaek control model, gunner traeking
performanee of a target is represented, and the resulting flight trace of a beam-
rider missile is determined. Based on this flight trace, the model determines
whether the missile avoids impaet with the intervening terrain and hits the
target. Given a hit, missile lethality is assessed.

Indireet-Fire Missile Module, --This module is also referred to as the
MISTIC Module, and it represents both semi-aetive and electro-optieal systems.
For both systems, a forward observer, either a helieopter or a ground eombatant,
detects and requests hard-point fire. Once this request is received by a launeher,
time delays to verify the fire request and launeh a missile are determined. Also,
the launcher may be either a helicopter or a ground vehicle. The flight tracc of a
missile searching for the target is used to determine when the target cnters the
missile field of view. For semi-aetive systems, the ability of a forward observer
to illuminate the target is assessed and used to determine if and when the target
is acquired by the missile, Electro-optical systems require target acquisition by
the launcher and time delays to achieve this acquisition are represented.  If ae-
quisition occurs, the tracking performance of the missile is asscssed and used
in determining whether the migsile hits and inflicts damage upon the target,
Although this module was primarily designed to represent indirect-fire where
target acquisition is performed by the forward observer, direct fire by the
launcher can also be represented,

Aerial Platform Combat Operations, -- The Aerial Platform Combat
Operations Module (TAPCOM) was designed for DYNCOM to represent three
tacties for indirect-fire semi-active missiles (MISTIC). These tactics are:

1) airborne launcher, airborne illumination; 2) airborne launcher, ground illu-
mination; and 3) ground launcher, airborne illumination. TAPCOM continuously
represents the combat activities of acrial vehicles with resolution comparable
to the ground Armor Module; moreover, TAPCOM has a modular structurc
similar to the Armor Module, The acrial platform in DYNCOM aequires its ow
own intelligence and communicates with ground units.  In addition, ilight paths
are dynamically determined by TAPCOM, and the acrial vehicles are moved
along these flight paths,

Artillery. --The Artillery Module consists of three submodels; i.c.,
forward observer, fire direction center, and the firing battery models. Targets
of opportunity are dynamically constructed by the forward obscrver, and on-call
missions are requested when required.  Time delays to request and deliver
artillery fires are represented. Also, scheduled fires are exceuted by the tiring
batterics. Target neutralization and terminal ceffects for cach artillery volley
are determined,
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Terrain and Environment., --The Terrain and Environmental Module
specifics environmental eonditions at eaeh clement position and intervisibility
rclationships between observer-cnemy weapon pairs. This module performs
its calculations for arbitrarily seclected battlefield positions and is not depen-
dent on a preseheduled route or movement path, In addition, this module is
uscd by bothr ground and acrial units., The principal models whieh speeify
environmental eonditions arc listcd below:

1. A line-of-sight algorithm is used to eompute the fraction
of a weapon's height that is eovered,

2. A concealment modcl determines the fraction of a
weapon's height that is eoncealed,

A macro-terrain model determines the terrain gradient
along a movement path, and

A micro-environment model specifies the environmental
eonditions at specified points of the battlefield.

Morcover, cover and eoncealment models determine the cover and conecalment
provided by the miero-environment at fire positions designated by the Fire

Controller, ercw-scrved weapon unit controller, or TATPCOM.

A schematic of the simulation program is shown in Figure 1.2, whieh
presents the sequence in whieh the program modules are employed.  The
Sequence Controller updates the element's clocks and determines the following
current element. Floweharts of the DYNCOM main program, implementing
this schematie, and of subroutine SEQCNT which performs the function of the
Scquence Controller, are shown on pages E-3 of Volume 4A and I'-867 of
Volume 4B, respeetively. Note that a loop is formed by the Communications,
Intelligence, Movement Controller, CSW Unit Controller, Fire Controller,
Movement, and Firing Modules. This loop is called the Armor Module, and
it is used to represent an event for a ground combatant clement, Acrial plat-
form clements are represented by The Aerial Platform Combat Operations
Module (TAPCOM) whieh has a similar strueture to the Armor Module (see
Volume 3). The Beam-Rider Missile Module may be implemented as part of
the Armor Module (or as part of TAPCOM). Indireet-fire missile targets can
be acquired and requested by a missile forward observer module implemented
by both the Armor and TAPCOM Modules. Indircct-fire missile targets arc
also represented by the Armor and TAPCOM Modules, and the Launch Module
is used to represent the time delays necessary to launeh a missile and create
a new missile clement. Events for this new missile element are represented
by the Indireet- I'ire Missile Flight Module. Fire Dircetion Center, Forward
Obscrver, and Firing Battery Modules are part of the Artillery Module.
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Research Results Prescnted in This Volume

The overview of DYNCOM described in the preceeding scction provides
a background and context for undcrstanding the research results presented and
summarized in this volume. The models presented in this volume are summa-
rized below.

Analysis of Communication Experimental Results (Chapter 3)

The primary objcctives of the communication experimental analysis
rcported in Chapter 3 were to estimate the distribution of message duration times,
to estimate the rates that certain messages are generated, and to verify certain
assumptions inherent in the DYNCOM Communication Model presented in Chapter
4 of Volume 1. Available communication data were analyzed, and communication
traffic recorded during a field experiment involved two troops of an armored
cavalry squadron were analyzed to satisfy the above objectives.

In addition, research is reported in this chapter to analyze the structure 4
of tactical nets for the purpose of improving communication performance.

Alternate net structures are recommended.

Crew-Served Weapon Movement Model (Chapter 5)

The crew-served weapon models described in Chapter 9 of Volume 1
were extended to improve the representation of crew-scerved weapon movement
while dismounted from their carrier vehieles. DYNCOM represents the deploy-
ment of crew-served weapons from their carrier vehicles to assume firing
positions in either an attack or defensive mode. The models presented in
Chapter 5 detecrmines the location of these firing positions, selects routes to the
firing positions, and moves the crew-served weapons along the selected routes.

Extensions to the Beam-Rider Missilec Models (Chapter 6)

The original Beam-Rider Missile Model described in Chapter 8 of
Volume 1 was extended to improve the representation of beam-rider missiles
that continuously apply in-flight corrections to fly along a path designated by a
tracker. These extensions are:

1. development of a missile flight model that is continuous,

2. derivation of parameter estimation proeedures for the eontinuous
flight trace model,

3. representation of the effeets of a restricted fleld ol view on missile
flight, and
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4. formulation of a model deseribing the role of the human tracker in
beam-rider missile performance.

Predietion of Deteetion Times Under Conditions of Limited Visibility (Chapter 8)

Methodology is presented in Chapter 8 for predieting the time required
by an observer to deteet military targets under conditions of night illumination
and reduced visibility assoeiated with haze, fog, and other weather conditions.
This methodology is based upon theoretieal relationships developed during
laboratory experiments for predieting the probability of an observer detecting an
objeet during specified time intervals. In addition, procedures for estimating
model input parameter values from deteection-time data eolleeted during field
experiments are presented.

Predietion of Detection (Pinpoint) Times of the Firing Signatures of Coneealed

Firing Weapons (Chapter 9)

Coneealed or eamouflaged firing weapons are pinpointed by an observer
laying his weapon's sights upon the firing weapon's signature as evidenced by
smoke, dust, flash, or vapor trail. In Chapter 9, a model for predieting the
distribution of pinpoint times of concealed firing weapons is presented, In
addition, an outline of experimental-design procedures for estimating the
parameters of the model are presented. Estimators for model parameters
using pinpoint data are speeificd.

Summaries of Other Models

In addition to research presented in this volume, unclassified summaries
of research results deseribed in detail in the elassified annex for this final
report are presented. Completed research to develop models for the systems
listed below 1s summarized in this volume.

1. Indireet-fire electro-optical guided missile systems (Chapter 2),

2. DRAGON missile system (Chapter 4), and

3. Countermeasures (Chapter 7).
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CHAPTER 2

INDIRECT- FIRE, ELECTRO-OPTICAL
GUIDED MISSILE SYSTEM

Unelassified Summary
by
R. J. Wilhelm

Introduetion

Methodology has been developed and is reported in Chapter 2 of Volume 5
to describe the flight characteristics of the electro-optieal missile systems and
to relate their performance to combat unit cffeetiveness,

The eleetro-optieal guided missile charaeteristically includes a missile
equipped with a television camera and transmitter which transmit an image of a
segment of the terrain below the missile's flight path to a eontrol center,  The
E-O system serves as indircet-fire support in response to requests from [or-
ward observers., The primary difference between the electro-optieal guided
missile system and the indirect-fire, scmi-active system, deseribed in Chapter
1 of Volume 5 and summarized in Chapter 3, Volume 1, is the method by which
the missile is guided to the target, The system depends upon a human operator,
viewing the television image, to detcct and loek onto the target, Tollowing loek-
on, the guidance system can direct the missile to the target with no further
human intervention,

The role of the forward observer is determined by the guidance system
being cmployed (i. e., semi-active or electro-optical (E-O) guidanee), In both
systems the forward observer provides information to the launcher regarding
approximate location and description of the target. After providing this infor-
mation, the forward observer plays no further part in the missile system oper-
tion if E-O guidance is being employed. The E-O system would appear to
provide two possible advantages over the semi-active system regarding the
forward observer role:

1. The forward observer is able to communicate more target posi-
tions to the launeh site in a given time period because he is not
required to continuously obscrve the target during missile
flight; and
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d 2. The forward observer is less susceptible to being detccted by
: the enemy because of his passive role in the system,

Because several phases of the E-O system operation are identical to the
semi-active system described in Chapter 1 of Volume 5, the hasic models used
to represent both systems are the same, Substantial differences between thc
two systems related to target acquisition and lock-on are conflincd to the flight
of the missile from pitch-over to lock-on or fly-by. The E-O system rcquires
a human operator to detcct the target image and lock the missile tracker onto

' the target bascd on information from this image.

In order to describe the detection performance of an observer searching
for a designated target on a television screen, a detection rate function relating ]
4 the observer's detection capabilities to various battleficld parameters is re- g
‘ quired. Results from studies performed by North American Rockwell |1] and :
Martin Marietta Corporation [2] were analyzed to dctermine data requirements
for the detection rate function. Becausc existing television display target dctec-
tion data were deemed inadequate, experimental rcquirements and a proposed
design for a field experiment were established. The data resulting from the
field expcriment would be utilized to obtain parameter cstimates for the detec-
tion rate function in DYNCOM. To date, however, the ficld experiment has not
been conducted. Therefore, the additional DYNCOM models developed to repre-
sent the detcction capabilities of the human eomponent of the -0 system utilize
an approximate model with parameter estimates obtained from unaided visual
ground detection experimentation as reported in reference |3].

These interim routincs portray the target location on the television
sereen, the search procedure utilized by the observer over the screen, and a
! Moute Carlo determination of whether or not the target is detected,  'The routines
l can be modified as required when experimental data become available,

A complete description of the indircet-fire, electro-optical guided missile
system appears in the classified annex, i.e., Chapter 2 ol Volume 5.
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CHAPTER 3
COMMUNICATION EXPERIMENT RESULTS
by

N, B. Wilson :

Any system which involves coordinated activities of more than one individual
must include some means of communication among these elements, A modern
military force is such a system and is one in which the ability to communicate
is especially critical. Poor battlefield communications ean casily result in
irreparable dimage and defeat. Although military communication systems
serve many purposes, the functions involving combat forces during a military
engagement are discussed in this chapter, In an carlier plan of the communica-
tion experiment (Chapter 5 of Volume 1), the following objectives were identified:

1. determine probability density functions of message
transmission times,

2. determine message classifications,

determine message prioritics, .
determine the nature of message reevaluation
at transmission, '
determine the nature of message relaying,
determine the dependence of duration on activity,
determine the effect of message repetition,
investigate the effect of equipment refiability, and 3
investigate the correspondence between the experi- [
mental and combat situations, l
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Some of these objectives were accomplished and others could not be achieved.
The following conclusions were drawn from the experiment reported in this
chapter (corresponding to the nine objectives listed above):

1. The duration of message transmission times has a Gaimma i
probability distribution and the parameter values were

4 cstimated using the experimental data,
' 2. Message classification was not possible. 4
3. Message priorities are not applicable for battation- ‘
gized activities, Priority messages were too infre-
quent for analysis.




4, A very short (not measurable) wait time is allotted for
reevaluation of message.

5. No message relaying was analyzed.

6. No dependence of duration on activity could be identified.

7. Message repetition is included in the Gamma probability
density functions given in 1 above,

8. Equipment reliability is an insignificant consideration
because of the short duration of the combat actions
represented by DYNCOM,

9. Correspondence of experimental conditions to those
of combat was felt to be good.

A military communication network is a complex collection of communication
channels which directly or indirectly connect the individuals and organizations
participating in a military action. Although the communication channels may
represent any of several physical information transmitting techniques, voice-
transmitting radios are most frequently used in modern systems and are repre-
sented in the DYNCOM Communications Model. The network is composed of
several groups of individuals and organizations, each assigned to one or more
specific radio frequencies. These groups are said to be members of a net and
can monitor or transmit on the net frequency. Generally, two types of informa-
tion traverse a net: that which is of interest only to the members of the net,
and that which would be of interest to members of other nets., Standard proce-
dure designates at least one member of a net to be a leader, or information
relayer. It is the duty of these individuals to evaluate the information which
traverses the net and to determine and relay that information which is of interest
to individuals or organizations on other nets. This relay is accomplished by
passing the information on to another net. To do this, the leaders and reclayers
must have access to more than one net. A simplified net structure is depicted
in Figure 3.1. If a net member at the bottom level, say unit A, wishes to send
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IPigure 3. 1. --Simplified Net Structure
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any information to unit C at the top of the figure, he must relay it through the
net leader, unit B, at the center level of the figure.

The net structures employed currently by the U, S. Army are generally
more complex than the one in Figure 3.1. An example of a military net struc-
ture for an armored cavalry troop is shown in Appendix A, The Cor:munications
Model describes the operation of two levels of the complex military net struc-
ture. These two levels are the lowest two in the organization of a military com-
munication system on the battlefield, They are the platoon and company tactical
nets of a combat company. Furthermore, the model does not include those por-
tions of the company communication system devoted to administration and logis-
tics. Although these functions are of great importance to the long-range success
of a military action, their efficiency is not as critical as that of the tactical nets.

The tactical nets provide communication among the fighting elements
on the battlefield and make possible the corrdination of the activities of these
elements. The information traversing these nets includes reports of activities
of both enemy and friendly forces, commands, requests for information, requests
for assistance, etc., These types of information are of critical importance to the
success of the action, The failure of the communication system can easily result
in defeat of the forces involved. A communication system can [ail to provide
communication among elements if humans or equipment do not perform properly.
It can also fail to fulfill its purpose even when all equipment is operating perfectly
and all humans are performing correctly. This type ol failure can occur as a
result of poor system design.

DYNCOM is a complex computer program with component parts which
model the many activities of elements engaged in combat. The operating charac-
teristics of the simulated fighting elements are provided as inputs to the program,
These inputs are based on performance data for existing weapon systems, and on
expected or analytically derived data for proposed weapon systems. By including
both existing and proposed weapon systems in a simulated battle, the military
planner can economically predict, to some degree, the combat performance of
proposed weapons without building and testing expensive prototypes.

A mong the battlefield activities which are explicitly simulated in DYNCOM
is communication. Two types of communication are explicitly represented in the
Communications Model. These are reports of enemy locations and requests for
indirect fire support from artillery or missiles. All other types of communication
are collectively simulated as a group called "tactical" communications. This
group includes all of the many other types of communication which occur on the
battlefield. The two explicitly simulated types of communication are generated
in response to specific events which occur in the simulation. Intelligence com-
munications are generated when the intelligence model of DYNCOM determines
that a friendly clement has detectec a previously unknown enemy clement. The
simulated communication served to inform other battlefield elements ol the location
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of the cnemy and, conscquently, makes it casier for them to detect it. The
requests for indirect-fire support are generated when the firing model of DYNCOM
recognizes a situation in which such support would be requested on the battlefield.
The requests, when received by missile launchers or artillery, trigger a chain

of events directed toward the delivery of the requested firc support.

The importance of theCommunication Model lies in its incorporation of the
delays which result when the communication nets become busy. At such times,
queues of waiting users form, and their communications are delayed. Such
delays cause conscquent delays in the delivery times of supporting fires and in
the times at which other elements can detect the enemy. The "tactical" com-
munications are gencrated randomly at a rate hypothesized by the model designer,
and scrve to maintain the net traffic at a realistic level.

As study procceded, it became apparent that the arca of cominunication
is in need of much research, Since it is of great importance to the success ol
military actions, it would scem that extensive amlyses would have been per-
formed. This is not, however, the case, Rescarch results and data are dif-
ficult to find in the available literaturc. In particular, no empirical data were
available to describe the times required to transmit information of the types
simulated in the Communication Model or to deseribe the rates of generation
of the "tactical" communications,

The goals of the rescarch described in this chapter are motivated by
the lack of meaningful prior research. Specifically, these goals are:

1. to develop data describing the time characteristics
of military communication,

2. to modify the Communications Model to incorporate
the results of the study in DYNCOM,

3. to define a measure of clfectiveness, by means of which
various eommunication systems can be compared, and

4, to simulate real and hypothetical communication systems
and compare their performance.

The following scctions of this chapter will be addressed to these problems and
their solutions.,

The model of communication systems which has heen developed is sul-
ficiently gencral to apply to several variations ol the basic military communici-
tion system. An immcdiate product of the research lies in the numerical values
describing the time characteristics of communication on the battlefield, These
results will be used immediately in DYNCOM, and will be available for usce in
other simulations of military communications. All extensive mathematical
discussions, tables, and computer programs appear in appendices.
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Model of the Communication System1

The basic communication system consists of elements connected by com-
munication channels. An element may be a singlc human being or it may be a
group of human beings. Such a group may be the crew of a tank, the staff at a
command post, or any other such combat organization. Regardless of the nature
of an element, it is trcated as a single cntity in the Communications Model. The
group concept should be remembered if the capability of a single human to per-
form some of the tasks called for by the assumptions of the model is doubtful.

Each of the clements in the communication system has access to one or
more nets. A nel may conncct any number of elements (at least two) and physically
represents the common access of these elements to a specific single communica-
tion channel.

There will be two specifie types of elements in the communication system,
The first type will have access to only one net and will send and reecive all infor-
mation on this net, regardless of the nature of the information. The other types
of clement will have access to more than one net and will relay portions of the
traffic from cach net to the other nets as necessary. This second Lype of element
is characterized by the platoon leader of a ecombat platoon. 1t is his responsibil-
ity to maintain contact with the members of his platoon and with his commanding
officer. When he learns of an important event on his platoon net, he relays the
information to his commanding officcer. Similarly, when information affeeting
his platoon is received on the eompany net, he relays it to the members of the
platocn.

The structure discussed above points out the existence of two distinet
types of conversations which may oecur on any net. They are those which are
of interest only to the elements on the net on which they oceurred and those which
are of interest to elements on other nets, These two types will be referred to
as "internal" and "external™ conversations, respectively, and is the only dis-
tinction that will be made among the several possible types of conversations
which oceur in actuality.

This scetion is a discussion of 0 communications model that is scparate
from DYNCOM, The model developed in this section is used to study the reta-
tionships among certain communication system variables,
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To facilitate discussion of the traffie which traverses a net, elear dis- -4
tinction must be made between messages and conversations, defined as follows:

Message - An uninterrupted verbalization by one ¢lement, ‘
generally direeted to one other element,

Conversation - A continuous exchange of message between

two clements, concerning a single subject. If a continu- -
ous cxchange of messages includes discussion of more

than one subjeet, it will be broken into more than one

component conversation for analysis purposes. '

cxamples of messages and conversations appear in Appendix B, The exehanges
transcribed oceurred during a zone reconnaissance action of an armored cavalry
troop (company) consisting of two platoons. The eonversations were monitored

on one of the platoon nets. Reviewing these conversations, it is clear that mes-
sages and conversations can be readily recognized.,

sl - T e —

Prior to any military activity, the exaect needs for communication eannot
be anticipated. If the events that were to occeur could be predicted, there would
be no nced for any communieation, Sinee the events cannot be predieted, they
can be handled mathematically only as randomn events, PFurther, since the ran-
dom events of the battle determine the volume and nature of the demands on the ‘
communieation system, these demands must be treated as random variables in
any analysis ol the system, Although the characteristies of the communication
needs might well depend upon the geneval type of aclivity, they do remain random
with their distributions and parameters depending upon the aetivity.

The occurrence of demands on the system is assumed random with Poisson
distributions. The basis for this assumption and determination of the parameters
is discussed in Appendix O, Just as the times of oceurrence of demands on this
communication system are random, the length of lime reguired to meet the
demands are random. That is, the duration of o conversation cannot be pre-
dicted exaetly, On the basis ol the data discussed in u later section, distribu-
tions deseribing the durations ol the conversution types in varying situations
will he developed., These conversation durations are sensitive to both the dura- !
tions of messages within a conversation and to the number of messages composing : 4
a conversation, :

Analysis of the combal situation reveals many variables in a military
communication system hesides oceurrence and duration of conversations that {
are of consequence and that could be explicitly considered as random faetors.

These inelude forgetting ol information by elements, attirtion of battlefield e
foreces, reliability of equipment and humans, and informition content of conver- ‘
sations. For the anilyses of this chaptler, these factors must be rejeeted as
potential eontrol variables sinee no dita are available to adequately describe 4
their effeets. They are, however, real parts of any military communication
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system, and as such they arc implicitly included since the data collected were
subject to their effeets. It is important to understand, then, that the conclusions
of this researeh are relevant only in the context in which the data werc collected.
Most military eommunication systems using two-way radio at thc company level
can be described by the model devcloped herein, but any generalization should

be made with eaution.

The situation in which the data were collected will be discussed in detail
in a later seetion. While the collected data will be used as a basis for develop-
ment of an initial modcl, the model itself can later be uscd to study the effects
of hypothesized or currently available changes in the various parameters and in
the structure of the system. Thus, while the initial model will be an attempt
to eapture a specific real-world situation, the resulting model will be a tool for
analysis of general communication systems, The results of studies performed :
with the general modcl will be diseussed in a later section., i

Several attempts have been made to model military communication systems.
An extensive model has been developed by Philco Corporation for the U. S. Army
Combat Development Command Communications Eleetronics Agency (CDCCEA,

1966). The model is in the form of a simulation, "Ground Combat Communica- :
] tions System' (GCCS). This simulation not only simulates the aetivities of a 3
3 communication system, but also simulates a civision-size military action to ;
generale demands on the communication system. The combat simulation is !

cxtremely detailed and can be manipulated through literally thousands of var-
iableswhich deseribe the individual characteristies of the elements on the simu-

h lated battleficld. While the structure of GCCS is similar to that of DYNCOM, |
: the primary objective of GCCS is to evaluate communication systems, while 1
DYNCOM evaluates weapon sysiems by predicting their performance. Within ;

! the simulation, GCCS, the demands on the eommunication sysiem are determin-
, istic in that the simulation recognizes specifie situations in which communication
should oceur and gene rates the :[pp[‘()prmtc c()nlmunic;]_uons. Thus, ulthough the
demands on the communication system ean still not be predieted before a battle
is simulated, the interactions which result from the effeets of communication ean
be evaluated and observed. For example, the communicated knowledge about 4
an encmy clement can result in the eventual destruetion of that enemy clement, r
thus reducing both the number of elements on enemy communication nets and
reducing the number of potential objects for friendly communications. While
it is an impressive and effective tool for analysis of large military gystems,
3 GCCS is too expensive and not sufficiently detailed for the communieation
analyses of this paper.

i e

Murphy (1962) developed a model of the general military command and
control system to investigate the flow of information through it. He applles
queucing theory to seek optimal policies lor operation of these systems. is
model is similar to the one to be developed in this chapler, but his gouls were
different. He sought to optimize the performanee of speeifie existing communieation
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systems in terms ol information flow, while this chapter seeks to iniprove the
system in general by locating its points of weakness and by analyzing alternative
structures. Bennet (1957) also secks to improve the system, but limits his
efforts to the implementation of overlapping nets into the existing system,

Although some related research has been performed, no data have been
found to describe the basie characteristics of military communication. With-
out an accurate description of the system, analyses of the system are subjeet
to question, For this reason, data describing the system aecurately are needed
before any analysis is begun,

Available Communication Data

The search for data which describes the performance and demands ol a
communication system similar to the one being studied revealed very Iew efforts
to collect any such data, Al but one report found failed to provide relevant data.
[ennahan (1960) deseribes an experiment conducted at Fort Stewart, Ga., in which
the battalion command nets of two medium tank battalions were monitored during
threc exercises. The information presented in the report does not satisfy any
of the data needs of this study, since the goals of the experiment were analyses of
the frequencies of occurrence of the various types of communieations that occur
on the command nets, Noconversationduration data were presented in the report,
but the message classifications have been helpful in some stages of the analysis
for this study.

Brown (1967) describes an experiment conducted at Fort Benning, Ga. ,
in which observers collected communication data on seven Ranger patrols. The
primary goal was, again, the classification of messages. The specifie interest
was in the number of distinct types of eommunication, and not in the durations
of conversations. The eventual goal of the rescarch was the development of an
actual communication system for person-to-person commurication o't the battle~
field. Again, while the research was enlightening and worthwhile in its own
right, it did nol proviac any numerical data for use in this study.

One unpublished report did contain data that were relevant to the problems
addressed herein, The data were obtained from the U. S, Army Combat Develop-
ments Command, I’xperimentation Command (CDCIC, 1968), This reporl pre-
sents data collected during an experiment at Fort Ord, California. The general
scenario of the experimental situation is as follows, Aggressor forces have
invaded the United States, landing amphibious forces in the vicinity of San
Francisco and los Angeles, An Aggressor Airborne brigade has made a suc-
cesslul para-drop in the vicinity ol the los Padres TForest, They are attempting
to strike cast and cut Highway 101, The data collected were generated by the
MOMAR (Mobile Modern Army) 1st Medium Company as they attacked the aggres-
sor in i wooded area and under o nuclear enviromment.
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The report of the Fort Ord exercise (conducted 9 November 1960) includes
an analysis only ol data collected within the scenario described above, although
recordings were made during several other scenarios. The data include a ver-
batum transcription of the messages for the entire period, times for each con-
versation, and the lenhgth of time that elapsed between each successive conver-
sation that occurred. While the messages that consitutted the conversations
were not explicitly timed, they are of the same types found in a later experi-
ment conducted at Fort Carson, Colorado, (to be discussed in a later section)
and their durations can be estimated. The information of real value which can
be gained from the Fort Ord experiment is a distribution of conversation dura-
tions and distributions of the numbers of the various message typcs that are
included in conversations, While these distributions are not presented in the
report, they can be easily computed from the data that are given. The data
are summarized in Appendix D, These data will be used in conjunetion with
the data developed in a later section to fill the data requirements ol this study.

After reviewing the transcribed messages and groups of messages, it
is evident that certain of them are not typical of a true battlefield atmosphere
since they include conversations with experimental controllers and ''discussions"
of the activities of these controllers. The final analysis of these data does not
consider these unrealistic conversations and, as can be seen in the data summary
of Appendix I, alters the general appearance of the data histograms. Although
the situation in which the data were collccted was somewhat artificial at times,
a great amount of useful information has been extracted from the report.

The conversations analyzed in the CDCIXC report were generated on a
MOMAR Medium Command net, and thus do not include the communications of
the platoon nets. This is not, however, eompletcly undesirable since a com-
mand or company net is a part of the general model deveioned herein, These
data can, therefore, be used both in the analyses of the general military com-
munication system and to validate the data discussed in the next seetion. Tape

rccordings of platoon-net traffic were also prepared during the Fort Ord experiment,

but these have not yet been analyzed by CDCEC, If they are at some later date pro-
cessed, the data could be used to validate and strengthen the data base employed
in the analyses discussed in the final section of this chapter.

While the related literature has provided ingights and some data for the
analyses to be performed in this thesis, the need remained for a large amount of
detniled data deseribitg the time characteristics of military platoon net teaflice,
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Communication NData Fxperiment

When a search for data failed to provide a description of the types of
military communication germane to this study, it became apparent that an
experiment would be necessary. An extensive data~-collection effort was under-
taken, The results obtained are directly applicable to the situations simulated
in DYNCOM and are curvently being used for that purpose. The data can also
serve as a data base for further studies and other simulations of military com-
munication, The planning, design, and conduct of the experiment are discussed
in this seetion, along with data-processing technigues and results.

Planning the Expe riment!

The first problem confronted in planning the experiment was the location
of a suitable site. After lengthy consideration, a list of characteristics was
compiled describing the ideal site. This list includes the following: (sce
Chapter 2, Volume 1)

1. exercises at the company level or higher must be
available for observation,

2. the individuals involved in the exercises should be
trained Avrmy personnel, not new trainces,

3. several types ol military action should be performed
within a period of two or three days to allow collee-
tion of & wide range of data,

4, cnough radio traffic must be available to allow
collection of a large data set,

5. the terrain should be sufficiently irregular to
permit an approximale evaluation of the cffeets
of line-of-gight on communication, and

6. the exercises observed should not be "canned'" ones
which the participants have performed many times
before.,

The initial eandidate location was Fort Knox, Kentueky, the location of the U. S.
Army Armor Agency. A visit to this location and discussion with military per-
sonnel revealed that the majority of the exereises performed at Fort Knox were

for basie training. These exercises would not satisfy the needs of the experiment
because the situations would be artilicial and the communications would not approx-
imate aetual battlefield communications.,

I'his subscetion is o summary of the experimental plan presented in Chapter
5 of Volume 1.
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The next candidate site, and the eventual choice, was Fort Carson,
Colorado. This site proved to be ideal, satisfying most of the conditions stated
above, During a preliminary trip to Fort Cz r3on, arrangements were made to
observe and collect data during excreises of two troops of an armored cavalry
squadron, The constituent clements of this organization ean be seen in Appendix
A. The size of such a troop is comparable to that of a standard Army eompany,
thus satisfying requirement (1), The personnel of the troops were gencrally
well trained, many being recent returnees from Viet Nam. The purpose of an
armored cavalry troop is stated in U, S. Army field manual FML17-36:

The armored cavalry troop is designed to perform reeon-
naissance, provide security, and engage in offensive,
defensive, and delaying action as an economy of force
unit, It is employed on missions that complement the
squadron mission or the mission of the unit to which it

is attached.

The typieal activities of the armored eavalry include zone reconnaissance, road
reconnaissance, and delaying actions. All of these were scheduled for the pro-
posed observation period, The exereise described in this section does not
aetually fit the normal definition of an experiment since no efforts were made

to control the activities of the observed personnel. In fact, efforts were made
to make the observers as incounspicuous as possible in hopes that the realism

of the recorded communications would not be impaired. Iortunately, the
scheduled exercises were to be conducted within a vast military reservation

in the foothills of the Rocky Mountains, meaning that the participants would be
in terrain unfamiliar to them and would not be operating in areas with the unde-
sirable characteristies of a training field. Such characteristics were observed
at Fort Knox in the form of easily visible tank trails and other effects of repeated
use,

Conduct of the Experiment

The squadron to be observed was ineomplete because one of its original
three troops had been sent to Viet Nam, The remaining two troops would, how-
ever, provide a sufficiently wide range of activities and types of communication
to satisfy the needs of this study and the data requirements of DYNCOM, The
primary interest was in the troop and platoon nets, but two other areas of com-
munication were recorded for general interest and possible later analysis. These
were the S2 and S3 areas in which the squadron command, control, intelligence,
and fire support coordination took place,

Of the two troops to be observed, one was incomplete in that it consisted
of only two platoons instead of the normal three. This was the result of cquip-
ment and manpower shortages. l'or the exercises scheduled, this deficiency did
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not seriously affect the volume of ecommunication traffic. The traffic on the two
platoon nets was not affected by the deficieney. The traffic density on the troop
net was, as would be expected, lower than would be observed with three platoons,
but this density does not affeet the conversation durations of interest.

The communication traffie of nine nets was reeorded. These were:

Bravo troop - Troop net
Bravo troop - Platoon 1
Bravo troop - Platoon 2
Charley troop - Troop net
Charley troop - Platoon 1
Charley troop - Platoon 2
Charley troop - Platoon 3

S2 command and control area
S3 enemy intelligence area,

O o =1 U N

All recordings of net traffic were made with portable cassette-type tape recorders.
The use of small portables allowed great flexibility in the placement of personnel.
The original intention was to place one observer in the vehieles of each of the troop
commanders to monitor and reeord the troop nets. One other observer was to
travel with each of the troops in a separate vehicle to observe the action from a
distance and to record at least one of the platoon nets. The latter proved impos-
sible due to a shortage of vehieles. Consequently, only two observers were able
to travel with the troops, one with cach of the commanders. The other nets

were monitored and recorded from stationary radio reecivers in the arca of the
command post.,

The data-colleetion effort required seven men for three days. The first
day was spent traveling to Fort Carson, Colorado, and training the observers for
the data colleetion of the following days. The first day was also needed for coordin-
ation with the military personnel involved, to guarantee that the observers
would have access to the required vehicles, transportation and radios. Although
arrangements had been made in advance, some of the equipment that had been
promised was not available, requiring improvisation. The officers of the 4th
Squadron, 12th Cavalry made great efforts and the suceess of the experiment is
largely a result of their full cooperation,

During the second and third days of the data-colleetion exercise, the
net traffie of the troops was recorded during most periods of activity., A sum-
mary of the periods and the coverage of the recordings is given in Appendix I,
The mid-day lull of the 18th was the result of a period of time set aside for
maintenance, lunch, and elasses. There was no radio traffic during this time.
The night action of the 18th was a limited infiltration exereise, with extensive
radio traffic. The recording on the 19th was ecurtailed when the troops stopped
for tunch and classes and to atlow time for the research team to travel baek to
Columbus, Ohio, that night,
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A review of the recorded net traffic reveals that the portable tape recorders
provided an excellent record of the conversations. The traffic is as compre-
hensible as it was when heard directly on the monitoring radio receivers. Only
minor problems developed during the taping of the traffic when tapes jammed in
the recorders. This problem occurred only four times and was easily remedied
by the observers affected. Such jams resulted in only momentary losses of
coverage. In general, the information recorded is easily sufficient to permit
thorough analysis of the traffic which occurred during the exercises.

Data Processing

The reduction of the data on the recording tapes required two phases of
processing: the measurement of message and conversation durations, and a
statistical analysis of these durations. The goal of the processing was a set
of general probability distributions and parameters describing the company and
platoon level communications of a military communication system.

The first phase of the processing of the tapes was accomplished by the
time -consuming use of a stopwatch to record the durations of messages and
conversations. Time limitations dictated that only selected portions of the tapes
be processed. These portions were selected to provide what was felt to be a
characteristic sample of the types of communication which occurred during the
exercises observed. They were also selected from the segments having the
highest densities of traffic flow, since such periods represent the most critical
phases of operation of the military nets in terms of mission success.

The message and conversation durations were keypunched onto computer
cards for processing and evaluation. The first step in the analysis of the data
was preparation of histograms. This was done to provide a visual representa-
tion of the data to assist in the selection of candidate probability distributions
to describe the random process involved. A computer program was designed
to prepare these histograms and compute certain characteristics of the data.
The histograms themselves are collected in Appendix F. The set of histograms
includes those prepared from the Fort Ord data discussed earlicer as well as the
Fort Carson data.

Results of Experiment

The histograms of the data representing conversation durations indicate
a characteristic shape for all data sets. The general form of the histograms is
a unimodal distribution which is distinctly skewed to theright with a lower bound
very near zero. While several standard probability distributions can assume
this general form, the two-parameter gamma distribution, beginning at the
origin, appeared to fit well and filled the needs of this analysis. It also provided
sufficient flexibility to permit later manipulation of its form for purposes ol
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sensitivity analysis. The assumption of a gamma distribution appears to be
justifiable when it is noted that the sum of several similarly scaled gamma dis-
tributed variables is again gamma distributed. The characteristics of the two-
parameter gamma distribution are reviewed in Appendix G, The faet thal the
sum of several ganmma distributed variables is gamma distributed would support
the hypothesis that a conversation is composed of several component parts, each
part having a duration that is gamma distributed. Analysis of message and space
durations indicate that this assumption is reasonable.

After accepling the two-parameter gamma distribution as a descriptor for
conversation durations, Lthe nexl problem was estimation of parameters from the
collected data. Several techniques for the estimation of the parameters of a
gamma distribution were reviewed, including those of Wilk, et al. (1962),
Sarndal (1964), and Stacy and Mihram (1965). Finally sclected as the most
effective and convenient technique was the one deseribed by Greenwood and
Durand (1960). They develop the maximum likelihood estimators for the parameters
of the two-parameter gamma distribution and provide polynomial estimators for
these maximum-likelihood estimates. The polynomial approximations are well
suited for use when a computer is available, The development of the maximum-
likelihood cstimators is summarized in Appendix 11, along with the polynomial
approximations.

The problem of parameter estimation does not end with the use of the
polynomial approximators. Any set of data could be subjected to the estimation
procedures described in Appendix 1 and yield parameters of a particular gamma
distribution. This docs not, however, guarantee that the resulting distribution
cifectively approximates the data. Some eriterion to measure the "goodness-of-
fit" of the approximating distributions must be applied. The standard test for
goodness -of-fit is the chi--square test, in which the data are grouped, and the
probability points of the groups are compared Lo the corresponding points of the
hypothesized distribution. The major objection to the use of this test in the
situation of this study is the grouping requirement. Since there is no hard and
fast rule for grouping data for the chi-square test, it is, to a large degree,
arbitrary. The results of the test can depend greatly upon the way in which the
data arc grouped. The effect of interval size and definition in data grouping is
illustrated by the two histograms prepared from the Fort Ord - Situation 6 -
data in Appendix I', It is obvious that interval size can drastically affect the
appearance of the distribution. A further objection to the ¢hi-square test for
these data is the required treatment of a continuous measurement as a discrete
variable. Time (duration) is a continuous variable which can assume any real
value within a specified range, while the assumptions of the chi-square test imply
that the variables tested are diserete.
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The test selected as most applicable and most effective for this study
is the Kolmogorov-Smirnov test for goodness-of-fit. This test rejects or fails
to reject the hypothesized distribution on the basis of the maximum deviation
between the theoretical and actual cumulative probability function. The character-
istics and examples of both the chi-square and Kolmogorov-Smirnov tests are
presented in Appendix I. A program was prepared for the computer in which
the approximating polynomials described earlier are used to approximate the
gamma parameters for a data set and the Kolmogorov-Smirnov test applied to
the resulting hypothesized distribution. Both the hypothesized and the actual
probability distribution are plotted on the same graph in the form of their cumu-
lative probability functions to permit visual analysis of the fit. The outputs of
the analyses of the Fort Carson and Fort Ord data are collected in Appendix J .

The results of the data analyses and the goodness-of-fit testing indicate
that the assumption of a gamma distribution was a reasonable approximation for
the data. On the basis of these findings, the gamma assumption will be carried
through the remainder of this chapter. A compilation of the parameters of the
distributions of interest for this paper can be found at the end of Appendix J.
These parameters will be used in analyses of a later section and for inputs to
DYNCOM.,

Communication Model Simulation

Once a physical process such as communication has been modeled mathe-
matically, it is desirable to test the model and to apply it. One approach which
is especially applicable for complex systems is the development of a simulation.
The development of such a simulation of a communication system is discussed
in this section,

The simulation developed in this chapter is significantly less complex
than DYNCOM and GCCS., While the communication segments of both of these
simulations depend upon a combat simulator to generate demands on the com-
munication system, the simulation discussed in this section randomly generates
demands and does not include any interaction between battlefield activity of
elements and their communication activity.

The principal motivation for a simulation in the context of this study is
to provide a tool to permit the analysis of the relative effectiveness of various
operating procedures and design characteristics applied to the basic military
communication system. The analyses performed is discussed in the next section,
This section explains the assumptions of the simulation and the general structure
of the computer program used to simulate the system.
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The basic eomponent of the simulation is the individual battlefield element
defined earlier. These elements are connected by nets with the net configuration

being determined by inputs to the computer program. The behavior of the elements
is determined by the individual characteristics of eaeh element, the state of the
simulated system, and the activities of the other elements. The interactions
between the elements are, however, limited to competition for aecess to radio
nets.

Three distinct types of elements are considered. These are ealled (1)
platoon elements, (2) platoon leaders, and (3) eompany commander. Platoon
elements have aecess 1o only one radio net, and must gencrally depend upon the
platoon leader to relay critical communications to the company eommander.

The platoon leaders have aecess to two nets and have the responsibility of
relaying communications between the two nets. Although, in actuality, there

is only one platoon leader in standard military platoons, there is usually a platoon
sergeant who also has access to both nets. The platoon sergeant is also called

a platoon leader for purposes of simulation, giving him access to both nets and
allowing him to relay communications between the nets, The company commander
is the only element of the company net who is notl a platoon leader. 'Fhe company
commander behaves on the company net much as the platoon elements does on the
platoon nets.

As mentioned earlier, only two basic classifieations of communieations
will be considered in this study. These two types have been labeled internal and
external. In the military context, this means communications that are of interest
only to members of the sender's net and those that are of interest to members of
other nets, respectively, The demands for cach of these Lypes of communications
are generated randomly for each element, aceording to a probability distribution
determined by input parameters. The platoon leaders gencrate both types of
demands on both of the nets to which they have aceess. Although the external
eommunieations generaied by the platoon leaders do not have to be relayed,
they will eompete with the relayed communieations for net lime and are considered
of equal importance for purposes of analysis.

With the designated structure of the communication system, the types of
communication which can oecur are:

1. internal communieations on the platoon net,

2. internal eommunications on the eompany net, i
3. communications relayed from the company net ‘
to the platoon net, v 8§
4, communications relayed from the platoon net to £
the conmpany net, ¥
5. external communications from the platoon elements H l'
to the platoon leaders for relay to the company net, and 4 8

6. external communications from the company commander to
platoon leaders for relay to platoon nets.
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Because no eriterion has been developed to determine relationships among battle-
field elements, external communicatious from the eompany eommander are ran-
domly passed to one of the platoon leaders for relay. This assumes that all
platoons are equally likely to reeeive eommunications from the eompany com-
mander and divide them equally among the platoons. If this assumption were
unsatisfactory for a specifie study, specified platoons eould casily be weighted

to reeeive any specified portion of these communications.

Within the eomputer simulation, queues are being maintained for each

i net with cornmunications waiting to be relayed. Two queues are needed for
each platoon net beeause communications are relayed both to the eompany and
and the platoon et by the platoon leaders of each platoon net. No queues are
needed for the company net since higher levels of the military net structure
are not being considered in the model of this study. Within the queues, a first-
come-first-served priority system applies. That is, when a platoon leader
gains access to a net, he sends communications from the queue of that net and
his own communiecations for that net in the order in which they occurred, subjeet
to the priority system discussed in the following paragraph.

A priority system for platoon leaders was cstablished to fit the military
proeedure as well as possible. When a platoon leader is able to gain access to
both his platoon net and the eompany net simultancously, the following rules
determine which of the nets he will use:

1. If there are any external communications to be relayed or
sent on the company net, use the company net.

2. Otherwise, if there are any external communications to be
relayed or sent on the platoon nct, use the platoon net.

3. Otherwise, if there are any internal communieations to be
sent on the company net, use the company net.

4. Otherwise, if there are any internal communications to be
sent on the platoon net, use the platoon net.

If none of the above cases hold, there are no demands on either net which the
platoon leader ean satisfy. These rules are subject Lo variation for the analyses
of the next section. When a platoon leader can gain access Lo only one of the nets
because the other is busy, those three priorities applying to that net are uscd,
Similarly, when a platoon element or the company commander gains access

to the net , external communications have priority over internal ecommunieations.

L When an clement gains access to a net and begins to send, that element
maintains control of the net as long as it has an uninterrupted sequence of eom-
munications, both internal and external. An example might well illustrate both
the access rule and the priority system, Consider a platoon clement with the
following unfilled demands with the indicated durations. The following scquence of
events would oceur in the simulation,

37




Internal Demands External Demands
Time Duration Time Duration
I 14,2 o Eq 14.1 .6
Iy 14.6 .3 Eq 15.9 .4
Ig 17.0 .5 Eq 18.3 .6

1. Assume that the net became available to the clement at time
14.5, then of the two demands in existence at that time, Iy
and F;, the demand k4 would have priority and be sent.
The net would then be busy until time 15.1.

2. Of the two demands available at time 15,1, I;and Iy, the
carliest, I, would have priority and be sent. The net
would then be busy until time 15, 8,

3. Only one demand, Io, is in existence at time 15,8, and
it would be sent. The net would then be busy until time
16,1,

4. Only one demand, Iig, is in existence at time 16.1, and
it would be sent. The net would then be busy until time
16.5.

5. No demands are in existence at time 16.5. Although
future demands will exist, the net is relinquished at
time 16.5 since a continuous flow of communication can
no longer be maintained.

The rules controlling the behavior of the platoon leaders are very similar to
those controlling the other elements, The only added complexity with platoon
lcaders lies in the procedure deseribed earlier for sclecting a net. The logic
controlling the simulation is best analyzed by reviewing the flow charts of
Appendix K. An abbreviated flow chart of the entire simulation prcceedes the
detailed flow charts.,

The structure of the simulation implies ecrtain characteristics of the
simulated system. It is assumed that a sending element cannot be interrupted
by another element. Further, a communication being sent by an element can-
not be interrupted by another communication of the same element. IFrom the
data deseribing military communications, these assumptions appear Lo be
rcasonable. These same characteristics should apply to most existing com-
munication systems but, il not, minor adaptations can be made to introduce
a preemptive priority system,

Within the sinulation, access to newly freed nets is determined randomly,
This procedure is meant to simulate the typical situation in which, regardless of
how long o potential user has waited, he must compete withall other potential
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senders for access to the net. A telephone network has the samc characteristic.
This procedure is effccted in the computer program by randomly selecting onc
of the potential users of 2 net when it becomes free. If a net is free and no
element has need of it, the tinie of availability is successively advanced by a
small time increment until an clement needs it. In this way, the simulation
moves through time, filling the demands of the clements.

As mentioned earlier, the timcs between demands on the nets and the
durations of the communications are determined randomly. Each elemcnt is
assigned parametcrs describing a probability distribution of times between
demands for each type of demand the element may generate and for the durations
of each typc of communication, Thus, the platoon elements and the company
commander each have two space-betwecn-demands probability distributions and
two conversation duration probability distributions. Platoon leaders, being on
two nets, have a similar set of parametcrs for ecach net,

In order to generate random times, the inverse of the cumulative probability
function of cach of the probability distributions is needed. Using the fact that
the cumulative probability distribution of any probability distribution can be
generated by transforming a U(0,1) random variable by the inverse of the desircd
cumulative density function (Hogg and Craig, 1966), random numbers approxima-
ting a population from any probability distribution can be generated using a uniform
random number generator (on the interval zero to one) and the inverse of the
cumulative probability function.

The procedurc is discussed briefly in Appendix P. Becasue a closed
form cxpression for the inverse of the gamma distribution is unavailable, a
special procedurc was applied to approximate the cumulative probability function.
After reviewing the data describing communication durations for the military
communication system, it was obvious that only a small group of the infinite
family of gamma distributions would be needed to approximite those times.
By using numcrieal integration, points on the cumulative probability distri-
butions of several members of the gamma distribution in the region of interest
were gencrated. These points were then subjected to multiple rcgression teeh-
niques to find an approximation which would provide a time as a function of a
random number drawn from the uniform distribution, and of the paramctcrs
of the distribution for which a random time is nceded. The procedure uscd to
obtain this estimating function is described in Appcndix P.

The simulation developed and discussed in this chapter will be used for
the analyses of the next sceetion. The inputs to the simulation will be based on
the data discussed in previous sections. Also, hypothetical inputs arc tried,
searching for a better system and for the parameters to which the existing
system is most gensitive.
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The performance of the simulated communication system is measured
aecording to criteria developed in the next seelion and the performanees of
the various real and hypothetical systems will be compared. The measure-
ments of the eriteria will be performed by the computer program itself and
the results of eaeh simulated system will be a part of the outpul of the simu-~
lation program. These results and criteria will be discussed in detail in the
nexl section,

Communication Model Performance

In this scction, the models, data, and insights developed in the pre-
eeding sections are combined to perform an analysis of the gencral communiea~
tion system which has been the subject of this study. The simulation of the pre-
vious section is used to prediet the performance ol several communication
systems. The data and insights gained through the experiment and the literature
search provide a data base and familiarity with the system to support experimen-
tation through variation of the simulation structure and parameters., With these
tools, systems ean be analyzed which are quite different [rom that obscrved during
the experiment at Fort Carson,

The first study of this scetion analyzes a system which resembles the one
observed during the experiment at Fort Carson as close ly as possible. During
that experiment, no method was available Lo aceur: tely determine demand rates
for the clements involved. From the tape recordings, once can determine only
which element has control of & net. There is no way to tell which elements are
waiting for aceess to a net. Demand vates could be approximated onty [rom
overall usage of the nets, as discussed in Appendix O. The approximated demand
rates do, however, produce net traftic in the simulation that is very similar to the
observed traffie, implying that they are reasonable approximations. The similarity
was noted especially in the time distribution ol spicees hetween communications on
nets, and in particular in the [requency of occurrence ol spaces with zero duration.
Using the estimated demand rates and the obscrved communication-durition dis
tributions, the Fort Carson armored-cavalry communiciation system is simukated,
Form the simulation output, interactions can be obscrved, waiting times eateulided,
and the overall operation of the network studicd.

With the simulation as a tool, variations of the Fort Carson type conm
munication system have been analyzed. Although the UL 5. Army has been
developing communication systems for many years, it scemed that there was
still some room for improvement, In this seetion, some proposed improve
ments are simulated and their performance compared with that of the stmulated
Fort Carson system. These improvements maintain the basic identity ol the
observed system; i.c., the concept of the platoon and the use ol radios will not
be altered, but modifications in the net configuration and in varions parameters
ol the system are made. Sone variations of the Fort Carson system are simu-
lated simply Lo determine the response of the system Lo various parameter changes.
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If we wish to evaluate and compare communication systems, some
measure is needed which will indicate how well a system is performing. The
best type of measure appears to bc one by which the Army pcrsonnel using the
system would judge it, specifically, thc amount of time one must wait when
he needs access to a net. The measure that is applied to the analyzed systems,
therefore, is a long-run average of waiting times over the simulation of a
specific paramcter sct and systcm configuration, The waiting time for a single
communication is defined as thc length of time between the generation of a
demand and the beginning of transmission of the communication.

The remainder of this chapter consists of analyses of several variations
of the general communication system. These studics are separated aecording
to the specifie parameters which are varied. The results of the studies are
then pooled to provide an overall sensitivity analysis of the system and to pro-
vide an estimator of waiting time [or proposed systems.

A set of ten variables that describe the confliguration ol a simulated
communication system, including the parameters, have been formulated. These
variables arc used to describe ehanges in the basie system for thc studies that
follow. These same variables arc submitted to statistical analysis by pooling
all simulation results to determine an cstimator of waiting time, The variables
are defined as follows:

dyi total demand rate on a platoon net for internal-type
communications,
total demand ratc on a platoon net for external-typc
communieations,
total demand rate on the company net for internal-type
communications,
total demand rate on the company net for external-type
communications,
mean of duration distribution for internal communications,
mean of duration distribution for external communications,
variance of duration distribution for internil eommunieations,
variance of duration distribution for extcrnal communications,
number of relay elements in the system, and
demand rate describing the total load of a relay element,
including both his own communications and those to be rclayed.

The results of simulation runs are presented in a tabular form in this
chapter for the various studies. Because there is some random variation in
the results, morc than onc replication of cach configuration was perlo rmed.




The resulls presented are:

w average waiting time for one simulation replieation,

M mean of all W values for a system configuration,

sample varianee of all W values for a system configuration,
average number of communications per minute over all
replieations of a system configuration,

rcp number of replications simulated for a system configuration.

2

S
n

Study A

This study contains the results of simulation replieations of a system
that resembles the one observed at Fort Carson. The data collected during the
experiment described in an carlier section and those found during the literature
search are used in this study. These data are fully diseussed in Appendices J
and O. The simulation structure is as developed in the preceding section.

Forly-five minutes of net activity is simulated for cach replication.
After reviewing simulation results, this amount of time appearcd sufficient
for {luetuations in the variable, W, to become small from minute Lo minute
of simulated system activity, TFurther, this is the amount of time reeorded on
cach of the tapes during the Vort Carson experiment. Comparison of numbers
of communications is of interest for possible later research,

The mathematical characteristics of the system are summarized in
Tables 3.1 and 3.2. The derivations of these data are diseussed in Appendices
J and O.

The results of the Fort Carson simulation replications are summarized
in Table 3.3. The results of this study will be referred to as A-1.

All simulation replications in this and subsequent studies are initialized
wilh no communications in the relay queues. Thus, the activity simulated would
resemble the type that would oecur when a combat company makes initial con-
tact with the enemy. The time of oceurrence of the first of cach demand type
for cach element is determined by randomly drawing a time [rom an exponential
distribution with its parameter equal to the demand rate for the particular
demand type.

Study B

This study sccks to determine the effeets of ehanges in demand rates
on communication system performance. For this study, seve ral variations on
the basic Fort Carson system are simulated. The values of the variables were
arbitrarily selected to investigate the effects of the variables, These variations
are numbered and discussed as follows:
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Table 3.1

Fort Carson Demand Rates

Platoon Net Company Net _
' (com. /min.) (com. /min. ) :
Element Internal External Internal Extcrnal
i
Platoon Leader . 2560 . 130 . 025 . 040
Platoon Sergeant . 250 . 130 . 025 . 040 i
Platoon Elemcnts .010 .010 - - ]
- .60 . 150* 4

Company Commander --

¥Note that the external communications from the company comniandcr
are randomly divided among the platoons for relay, each platoon having
equal probability of rcceiving a communication.

Tablc 3. 2

Tort Carson Conversation Duration Distributi:ms

Conversation Type Gamma Distribution Parameters

-

’, shape (a) scale (b)

] Intcrnal 1.70 19. 45 scc.
External 1,83 20. 84 sec.
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B-2

B-4

The first four variations are investigated primarily for qualitative com-
parisons in this study. They also provide useful quantitative information for
the overall analysis at the end of the chapter. The lagst five variitions of this
study provide uselul inforination about the response of the Fort Carson system

Double the external demand rate for all non-relayer elements
on the platoon nets. All other demand rates and the duration
distributions cemain at the Fort Carson values.

Change the external demand rate of the company commander
from .15 to .27. All other parameters remain at the Fort
Csarson values.,

Change the platoon net internal demand rate of the relay
clements from .25 to .30. All other parameters remain

at the Fort Carson values.

Change the company net internal demand rate of the relay
elements from ,025 to .15. All other parameters remain

at the Fort Carson values.

Change all demand rates to a level 1% above the Fort Carson
values. Other parameters remain at the Fort Carson values.
Change all demand rates to a level 2% above the Fort Carson
values. Other parameters remain at the Fort Carson values.
Change all demand rates to a level 49 above the Fort Carson
values. Other parameters remain at the Fort Carson values.,
Change all demand rates to a level 107 above the Fort Carson
values. Other parameters remain at the Fort Carson vithues.
Change all demand rates to a level 20" above the Fort Carson
values. Other parameters remain at the Fort Carson vahies.

to demand variations. The simulation results of this study are tabulated in

Table 3.4.

The simulation results of variations B-5 through B-9 are presented

graphically in Iigure 3.2. A regression line representing the best least-squares
fit is also plotted on the graph. The results of variations B-5 through B-9 indicate
that the existing Fort Carson system would react to homogeneous demand rate
increases with an approximately linear increase in W, The regression equation

for the data is W = 47106 + .00327 x, where x is the percentage inerease in

demand rates over the Fort Carson values. The standard ervor of the equation

is .098 and the T ratio is 1,307, While the F ratio would indicate that the effeet
is not significant at the .05 level, it is felt that further simulation runs would
follow the same trend and produce significant rei s, On the basis ol the indica-
tions ol this study, the communication system designer can prediet the effect of
such increases in demand rates and can weigh them against any value to be gained

from such increasces.
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Table 3.3

Performance of Simulated Fort Carson
Communication System

Configuration s2

.448 min,  ,006 min2 3.8 com. /min.

Table 3. 4

Study B Results

Configuration

. 475 min, .025 minZ 3, 6 com. /min.
. 472 min, .035 min2 3.6 com. /min,
.440 min. . 009 minZ2 3.5 com./min,
1. 010 mia, .101 minZ 4.2 com. /min,
.510 min. .027 minZ 3.5 com. /min,
.522 min,  ,009 minZ 3.4 com./min,

. 495 min, . 017 min? 3.7 com. /min.

. 529 min, .003 min2 4.0 com. /min.

.521 min, .005 min2 3.9 com. /min.




Study C

This study seeks to determine the effects of changes in conversation
duration distribution parameters on communication system performance. For
this study, several variations of the basic Fort Carson system are simulated.
These variations involve changes only in the conversation duration distribution
parameters for the internal and external communications, All other parameters
retain the Fort Carson values as discussed in Study A. The affected parameters
are listed in Table 3.5, along with identification numbers. For each configura-
tion, only the values of the gamma distribution shape parameter, a, and the
scale parameter, b, are listed for the two distributions concerned.

The variations selected represent a range of parameter values which
this author feels are reasonable predictions of future communication capabilities.
The relative values of internal and external communication distribution parameters
reflect the fact that external communications are generally of longer duration than
internal ones. Formatted reports occurring on company nets (see Appendix )
are, to a large extend, responsible for this difference.

Because no single parameter was obviously sufficient to describe the
combinations of internal and external communication duration distributions,
the effects of the means of the two distributions will be investigated separately.
The mean of the gamma distribution is equal to the product of the two parameters
(mean = ab). In Figure 3.3, W values of several replications are plotted against
both of the means on the same graph. The excessive number of points at the
internal mean of .64 minutes and at the external mean of .55 minutes represent
the inclusion of replications of configuration A-1 in the data.

Regression analysis reveals no statistically significant effect for either
of the distribution means. The T ratios are .91 and .47 for the internal and
external means, respectively. These values fall far below the critical values
for the I' test at the , 05 significance level, These results might be of special
interest to the communication system designer who is seeking tc shorten the
communication duration distribution means. This study indicates that, within
the range of parameters analyzed, little or no reduction in W can be expected
by shortening communications. Several more replications would be desirable
to further investigate these variables. Also, statistical analysis of other functions
of the conversation duration distributions would be of interest for later research.

The results of the simulation replications of this study are tabulated in
Table 3.6.
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Table 3.5

Study C Variations

Configuration Internal External

b

18. 00 sec.

18,00 sec.

19,00 sec.

20. 00 sec.

20. 00 sec.

18. 00 sec.

19, 00 sec.

19. 00 sec.

20. 00 sec,

20,00 sec.

21, 00 sec.

19, 00 sec.

Table 3. 6

Study C Results

Configuration

. 490 min;

. 395 min,

. 375 min,

. 465 min,

. 380 min,

. 445 min,

. 001 min

. 002 min

. 001 min

. 002 min

.001 min?

.002 min2

3.5 com. /min,
3. 6 com. /min,

. 6 com. /min.
. b com, /min,
. 3 com. /min,

.7 com, /min,
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Study D

This study investigates the effect of a minor alteration in the structure of
the communication system. For this study, each platoon has only one relay
element. The platoon sergeant is reduced to a regular platoon element, having
the same demand rates as platoon elements and being unable to relay communica-
tions. The platoon leader's demand rates are doubled and full relay responsibility
rests on him, The mathematical characteristics of this single-relayer system are
summarized in Table 3.7. The conversation duration distribution parameters are
maintained at the level of case A-1, the Fort Carson simulation.

The variations investigated are parallel to the varations B-1 through B-4.
This similarity permits comparison and evaluation of the results of this study.
The variations are listed and numbered below.

D-1 Use the single-relayer demand rates of Table 3.7 and
the conversation duration distribution parameters of
case A-1. (This case is comparable to A-1.)

D-2 Double the external demand rate for all non-relayers
(platoon leaders) on the platoon nets, All other parameters
maintain the values of case D-1. (This case is comparable
to B-1.)

D-3 Change the externc! demand rate of the company commander
from .15 to .27. Ali ~ther parameters maintain the values
of case D-1. (This case is comparable to B-2.)

D-4 Change the platoon net internal demand rate of the relay
elements from .50 to .60. All other parameters main-
tain the values of case D-1. (This case is comparable
to B-3.)

D-5 Change the company net internal demand rate of the relay
elements from ,05 to .30. All other parameters maintain
the values of case D-1. (This case is comparable to B-4.)

The results of this study are tabulated in Table 3.8. The comparable
results of cases A-1 and B-1 through B-4 are repeated to provide a basis for
comparison. No statistical analysis of these results was performed. It was
felt that the poor performance was, indeed, obvious.

The results of this study indicate that the elimination of the platoon
sergeant from the present organization would lead to greatly deteriorated
communication system performance. Any benefit gained in terms of tighter
control or reduced manpower requirements would probably be far overshadowed
by the poor performance of the system.



Table 3.7

Single-relayer Wemand Rates

Element

Platoon Net
(com, /min, )

Internal External

Company Net
(com. /min,)

Internal External

Platoon l.eader .500 . 260 . 050 . 080

Platoon Sergeant .010 .010 - -

Platoon Illements .010 .010 - -

Company Commander - - 100 . 150

Table 3. 8
Study D Results

Configuration M g2 n rep
D-1 . 780 min, -- 2.9 com. /min, 1
A-1 . 448 min, . 006 min? 3.8 com. /min, 5
D-2 . 570 min, - 3.4 com. /min, i
B-1 . 475 min, . 025 min? 3. 6 com. /min. 4
D-3 . 740 min, -- 3. 6 com. /min, 1
B-2 . 472 min, .035 min2 3.6 com. /min. 4
D-4 . 550 min, -- 3.6 com, /min, 1
B-3 . 440 min, . 009 min? 3.5 com. /min. 4
D-5 1. 250 min, - 3.9 com, /min, 1
B-4 1.010 min, .101 min? 4.2 com. /min, 4
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Study E

This study offers what this author feels to be an improvement to the present
military communication system. The prior studies and review of detailed simu-
lation outputs indicate that the relay elements, with their won high demand rates,
are the main contributors to high waiting time averages. The platoon leaders and
sergeants must spend a great amount of time communicating, when they could be
concentrating on their leadership requirements. The system analyzed in this
study eliminates the need for relay of communications by any element.

The system proposed places the full burden of communication evaluation
on the company commander element. It must be remembered that this element
can be composed of more than one individual. To implement the proposed
scheme, at least one radio man must travel with the company commander.

The system requires that the company commander element monitor all platoon
nets at all times, This guarantees that any information on the platoon nets of
interest to the company commander will reach him. Similarly, when the
company commander has a communication critical to all elements of a platoon,
he can transmit it on the appropriate platoon net. Matters that do not need to
be considered by all elements of a platoon net can still be discussed on the
company net. The platoon leaders and sergeants will still share the company
net with the company commander.

While the demand rates for all elements will remain the same as case
A-1, the actual load on the system will be reduced under the proposed system.
The reduction results from the elimination of relays, which resulted in two
conversations each under the Fort Carson system, Of special importance is
the reduction in lead on the platoon leader and sergeant.

Simulation replications of the proposed system were made only with the
basic Fort Carson parameters as used in case A-1. Because the system itself
represents a significant deviation from the original system, variations on this
proposed system do not seem to be in order at this time. The results of simu-
lation replications are listed in Table 3.9, Comparing this result with the
result of case A-1 reveals a significant improvement over the Fort Carson con-

| figuration and parameters.

Analysis of Pooled Results

This final section of the chapter treats the results of the preceding
studies as outcomes of an experiment. The ten variables described at the
beginning of this chapter are treated as independent variables with the waiting
time, W, being the dependent variable,
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Table 3.9

Study E Results

Configuration

M s2 n

rep

E-1

. 240 min. . 018 min’

2

3.0 com. /min.




The results of the replications of studies A through D were pooled and
punched on eomputer cards along with those values of the ten variables describ-
ing the system configuration during each replication. The results of Study E
were not included in this analysis because it represents a major ehange in system
design rather than simple parameter changes or minor design alterations. Some
additional configurations were simulated beyond those of the preceding studies
in order to provide better coverage of the ranges of certain variables. These
additional replications are identified by the prefix X in their identification numbers.
All of the data points are collected in Table 3.11 at the end of this section.

The goal of the analysis of this section was to discover which dependent
variables most profoundly affeet system performance. To evaluate the cffects
of the variables, the results of the replications were submitted to stepwise
regression analysis. In this regression, cach of the ten variables and the
squares of each of the ten variables were treated as independent variables. At
each step of the regression, one variable is added to the regression equation.
The variable added is the one which makes the greatest reduetion in the error
sum of squares of the regression. The results of the analysis reveal a definite
dominance of certain variables. The effect of these variables ean best be indicated
by summarizing the steps of the regression. The values of intercst are the mul-
tiple R (a measure of correlation) and S.E.E., the standard error of cstimate
(standard deviation about the refression surface). The results are summarized
in Table 3.10.

After reviewing the summary of Table 3.10, it is obvious that beyond
the third or fourth step of the regression procedure, little improvement is
made in the multiple R. It is also noteworthy that the standard crror of estimate
begins to increase after the fourth step. Inlight of these facts, the regression
cquation containing only the first four variables entered is offered as an approxima-
tion for W. This estimation applies only in systems comparable to that desc ribed
in the preceding sections and within the ranges of variables considered in this
section. The estimate is:

2 2 4

W = 0.5631 d .2 -0.1120d_“+0,7993 " - 0.05 i
Cl ce (U

(9}

where dges deis and ., are measured in minutes.

At first evaluation, the negative coefficient of the dce2 term appears con-
tradictory to the obscrved increasing behavior of W as a function of demand rates.
If, however, onc combines the first two terms of the approximating polynomial
as the product

Tor) . Pan _ T o0
(V25631 d g+ V1120 do o) /25631 d -V .1129.d,)
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Table 3. 10

Summary of Stepwise Regression

Step Variable Multiple R S.E.E.
Entered
T
i —
2 R
3 p2
4 a2
5 dce
6 p‘i?
7 0‘2
8 He
9 o2
10 My
11 dpi
12 dpe
13 dpe
14 dpi
‘ 2
15 dﬁ
16 dci
17 "2
L I
19 @ f)z
22

20 © c)
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a different interpretation might be applied. One could consider W to be a function
of the sum, dg; + dge, and of the difference, dgj - dee, along with the p % and R
terms, While this idea has not been thoroughly investigated, it does provide a
more intuitively attractive alternative interpretation of the data,

The regression analysis provided other information than an estimate of
waiting time., Reviewing the relative weights applied to the different variables
one can predict, to some degree, whether specific system changes will have
a significant effect. Study B revealed that the demand rates could have significant
effects on the Fort Carson system (at certain significance levels within reason),
while Study C found no significant effect of conversation duration distribution
parameters. These results are reasonable when one looks at the ranges of the
variables under investigation in each of these studies. The small range of Ko
in Study C (.45 to .55) is not adequate for the variables to have a major effect
of W,

In conclusion, while a great amount of random variation makes an absolute
prediction of W impossible in the field or in the simulation, the underlying effects
of the variables describing a communication system have been evaluated. Results
have shown the relay elements to be major sources of delay in the system and
a valid alternative to ease the problem has been offered. Whrile the foregoing
research does not cover all alternative communication system parameter
values and configurations, the basis for later research has been developed. It
is hoped that the information contained in this study will be of value both as a
descriptor of communication system performance and as motivation for further
research,



Table 3. 11, --Summary of Simulation "tesults

2 2
W dpy dpe ey dee M1 He 91 Oc R dy

- e— S o SR S e

A1  0.35 570 .380 .250 +600 .550 640 .178 .222 6.0 +505

“AZ1 T 0.43 .5737.380 <250 . 600 S50 .64D 178 222 L. 0 .505

A-1 _ 0.56 »570 380 .253 .60C .55C .640 J178 .222 6.0 .505

g A-1  0.45 .570 .380 .250 600 +550 640 .178 .222 6.0 .505
| A-1  0.45 o570 .380 .250 .600 .550 640 .176 ,222 6.0 «505
B-1 0.38 .570 .450 .250 +810 .550 .640 .178 .22¢ 6.0 «540

B-1  0.32 .570 .45 .250 .810 .550 4640 o178 222 6.0 .50

521  0.73 570 .450 .250 .810 .550 .640 .178 .222 6.0 540

B-1 0.47 .570 .450 .250 .810 550 .640 .178 .222 6.0 o540

B-2 0.35 570 .420 .250 .720 550 .640 .178 .222 6.0 +525

B-2 0.28 .570 420 .250 o720 550 .640 .178 .222 6.0 +525

B-2 0.48 570 .420 .250 .720 .55C .640 .178 .222 be0 +525

] B-2 0.78 .570 ,420 .250 .720 .550 640 o178 .222 6.0 .525
| B3 0.38 4670 380 .250 600 550 640 .178 .222 6.0 «555
B-3  0.34 670 .380 .250 .600 .550 .640 .178 .222 6.0 555

B-3 0.60 670 .380 .250 600 550 +640 178 .222 6.0 +555

B-3  0.44 .670 .380 .250 .600 .550 .640 .178 .222 6.0 +555

B-4  0.85 570 380 1.00 .530 .550 .640 .176 .222 6e0 «630

B-4 _0.65 .570 380 1.00 .600 .550 .640 L178 .222 6.0 .630

B-4  0.95 .570 .380 1.C0 .600 .550 .640 .178 .222 6.0 «630

Bt  1.55 .570 .380 1.00 .6G0 550 .640 .178 .222 6.0 633

B-5  D.42 .573 +384 o253 .606 .550 .640 .178 .222 6.0 +510

B-5  0.37 578 .384 .253 «606 +550 o640 .178 .222 6.0 +510

B-5  0.74 578 o384 o253 .606 550 .640 178 .222 6.0 .510

B-6  0.49 .582 o388 .255 .612 .550 .6ul L178 .222 6.0 +515

B-t  0.64 582 .388 2255 .612 550 .640 178 ,222 6.0 «515

B-C  0.57 .582 .388 .255 «612 550 .640 178 .222 6.0 «+515

B-6  0.39 .582 .338 2255 4612 550 640 .178 ,222 6.0 «515

B-7  0.44 .592 4395 .260 .622 .550 .640 .178 .222 6.0 4525

B-7  0.50 592 +335 2260 622 .550 .640 178 .222 6.0 525

B-7 __0.42 592 .395 .260 622 550 640 .178 .222 6.0 525

827 0.72 <592 335 .280 .622 4550 640 .178 .222 6.0 .525

‘ B-8 0.61 628 o413 .275 660 .550 .640 .178 0222 be0 .556
B-5 0.53 .5628 413 .275 .660 .550 .640 .178 ,222 6.0 «556

B-8 0.40 .628 419 .275 .660 550 .640 178 .222 6.0 +556

B-8 0.57 628 419 .275 .660 550 .640 178 .222 6.0 +556

B-9  0.54 .683 456 .300 .720 .550 640 L178 .222 5.0 +607

B-3  0.39 .683 456 .300 720 .550 640 .17E .222 6.0 607

B-9  0.64 685 456 .300 +720 550 G40 178 .222 6.0 607

B-9 0.5] 683 o456 300 o720 .550 .640 .178 .222 6.0 607




Table 3.11 (Continued)

dpi dpe dci

© 390 .250 600 45U .135 160
¢ 380 250 600 450 .135 .160
+380 250 +G0GC .480 .lut 170
<380 .250C 500 480 .lu4 .170
380 .250 600 .506 .160 .189
« 380 4250 <630 506 .160 .189
360 .250 .600 533 .1786 .189
380 250 600 <533 .178 .189
« 360 .250 600 533 .178 .208
© 380 .250 600 «533 .178 .208
380 .250 600 510 .153 .184
©380 250 .600 .5108 .153 184
«390_.250 «630 550 L1786 222
JH70 250 870 550 .178 4222
<430 253 750 .550 .178 .222
©390 .250 «630 550 .178 2222
. 390 1,00 630 550 178 .222
. 350 4250 <600 .980 197 .246
380 250 .H00 4580 <197 +24b
« 380 250 600 .58U «197 <246
. 360 .250 .600 .580 . 197 .246
. 380 250 600 610 .218 .268
. 380 .250 .G00 610 .218 .268
¢ 380 250 <600 610 .218 .268
. 380 .250 »600 .610 +218 . 4268
L4500 .250 .810 .610 .218 .268
450 4250 <810 4610 218 268
<450 .250 .810 .610 218 4268
450 ,250 «810 610 .218 .268
380 .25C .600 455 Sl148 4222
© 380 .250. <630 455 148 222
. 380 o250 GO0 455 148 222
380 .250 GO0 455 S4B 222
« 390 .250 630 .580 2197 .246
<470 250 870 .610 <218 .268
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CHAPTER 4
DRAGON MISSILE MODE L
Unelassified Summary
by

J. J. Rheinfrank

The DRAGON surface attack guided missile system is being developed
for the infantryman as a medium anti-tank/assault weapon. It can be carried
anywhere a soldier can pack a rifle, set up rapidly, and Tired on any terrain,
It is the Army's first guided missile system light enough to be carried by one
man (shoulder fired) that has a warhead big enough to kill most armor and
other hard targets encountered on the battleficld.

The DRAGON weapon system employs a command-to-line-of-sight
guidance system and eonsists of a Tracker and a Round. The Round contains
a recoilless launcher and a missile. The Tracker, which includes a telescope
for the gunner to sight the target, a sensor device, and an electronics package,
is reusable and is attached to the Round lor cach liring. The launcher is a
smooth bore fiberglass tube. The aft end is enlarged to accommodate a pro-
pellant container and breech. Dre-packaged within the launcher, the missile
is never seen by the gunner until it is fired. The expended Round is then
discarded.

The propulsion system is unique. The missile containg several pairs
of small rocket motors mounted in rows around the missile body. The gunner
sights the target through the telescopic sight, then launches the missile,
While he holds his sight on the target, the tracker senses missile position
relative to the gunner's line of sight and sends command signals over a wire
link to the missile. This ecauses the roeket motors, or side thrusters, to
firc. As commands arc sent continuously to the missile, the side thrusters
apply corrective control forces. The thrusters are fired at appropriate roll
angles so that the missile is automatically guided throughout its (light.

Because of its light weight, the DRAGON is particularly desirable in
airborne and airmobile operations. In terrain that is difTicult lor wheeled and
tracked vehicles to negotiate, such as in assault river crossing operations or
in heavily wooded or mountainous areas, the DRAGON is particularly clfective.
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4 Deployed at the platoon level, the DRAGON as a defensive weapon will
cover armor approaches into the platoon area; offensively, it may be used

against either hard or soft t«':trget.fs.1

A detailed discussion of the DRAGON missile system and the DYNCOM
k DRAGON simulation module is given in Chapter 3 of the classified volume,
i. e., Volume 5.

| P o . .
This unclassified summary is adapted from a Private Communication
with Mr. Erncst Petty, January 15, 1969,
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CHAPTLR 5
CREW-SERVED WEAPON MOVEMENT MODEL

by

S. Parry

Dismounted Crew-Served Weapon Unit (Qperations

Armor operations involve employment of combined arms forces at
brigade, task force, and team level. The primary mission of crew-served
weapons is to provide the unit commander with organic assault and antitank
capabilities. Weapons gene rally classed as nerew-served' include antitank
rockets, machinc guns, mortars, recoilless rifles, and the FNTAC, TOW,
MAW, and LAW missile systems.

A crew-served weapon (CSW) unit is considered to be composed of one
weapon, and the personnel and equipment required for the operation of that
weapon. A CSW unit performs functions similar to those of other battlefield
units in that they may fire and be fired upon, detect and be detected, communi-
cate intelligence, and serve as forward observers or illuminators for indi-
rect-fire missiles. There are, however, differences between the basic char-
acteristics of the dismounted CSW unit and the armored velicle as follows:

1. The dismounted CSW unit is more susceptible to enemy fire
because of its lack of protection and limited movement speed;

2. Because crew-scrved weapons are generally man-portable, they
are more diffizult to detect because of their greater ability to
attain and maintain concealment than an armored vchicle;

3. Dismounted CSW units may be placed in strategic locations
unattainable by armored vehicles due to the CSW unit's ability
to avoid detection and to move over terrain that is untraffic-
able for armored vehicles.

As a result of previous research performed for MICOM, reported in

Chapter 9 of Volume 1, the following aspects of CSW unit employment were
modeled:
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1. the process by which crews dismount from personnel carriers,
establish defensive positions at the point of dismount, and re-
mount when appropriate;

2. the detection of dismounted crew-served weapon units; and

3. the level of damage inflicted upon crew-served weapon targets,

In addition, modifications were made to existing simulation models such as
as the Communications, Movement Controller, Iire Controller, and Iiring
Models in order to represent crew-served weapon units.

To more effectively evaluate the combat performance of crew-served
weapons in armored-unit engagements, research was conducted to extend these
previously developed crew-served weapon models. The models resulting from
this research, as described in the remainder of this chapter, are outlined
below.

1. Methodology for determining optimal firing positions for dis-
mounted CSW units operating in either attack or defense modes
was developed.

2. The capability to represent either single or multiple CSW units
dismounting from a personnel carrier, and their subsequent
operations, was developed.

3. Given a desired firing position for a dismounted CSW unit, a
dynamic route selection model was developed to ehoose the
optimal route of advance from the dismount point to the desired
firing position in accordance with specified tactical doetrine.

4. A movement model was developed to move dismounted CSW units
along their selected routes to their respective firing positions.

Deployment Modes for Dismounted Crew-Served Weapon Units

The basic mission of crew -served weapon units in an armor operation
as currently represented in DYNCOM is to provide organic fire support against
hard-point targets when required. Because of the vulnerability of dismounted
erew-served weapon units to enemy fire, the units will generally remain
mounted on armored personnel carriers until their emplovment in a dismounted
role is required as determined by the battlefield situation and specified tactieal
doctrine. The models, however, provide the capability to speeily an initial
dismounted mode for any or all crew-served weapon units in the battle.
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The purpose of the extended crew-served weapon models developed for
DYNCOM and reported in this chapteristo describe the operations of crew-
served weapon units after dismounting from their respective armored personnel
carriers. A crew-served weapon unit in DYNCOM is defined to be made up of
one crew-served weapon, along with the manpower and ammunition required for
dismounted employment of the weapon. A dismounted CSW unit is represented
in the simulation as a rectangular solid on the battlefield, its size determined
by the number of men in the unit. Each crew-served weapon unit represented
in DYNCOM is assigned a CSW unit identification number, NCR, in addition to
its normal DYNCOM element number. The variable, LCSWFN(CE), contains
the identification number, NCR, for element CL if CE is a crew-served weapon
unit, and zero otherwise.

Each CSW unit is assigned to a particular personnel carrier, with
each carrier capable of transporting up to four units. The variable
LAPCCW(I, LAPC), which is specified by input, defines the organizational
structure of CSW units in DYNCOM, where

LAPCCW(I, LAPC) = the CSW unit identification number,
NCR, of the Ith unit mounted on
personnel carrier, LAPC.

Since the activities of crew-served weapons are simulated by the
DYNCOM armor module, CSW units are assigned weapon codes, target profiles,
priority ratings, ammunition availabilities, etc., which are speeified by input
data. A complete description of variables used to describe crew-served weapon
units is given in later sections.,

When it is determined by DYNCOM that a specified APC is to dismount
its crew-served weapon units, the mode of deployment for the dismounted units
(attack or defense) must be determined. These two modes of deployment
utilized in the extended crew-served weapon models are defined as follows:

1. The attack mode implies that each CSW unit mounted on the
APC dismounts, selects a desired firing position in advance
of the APC based on its assigned sector of responsibility and
location of the threat, and moves to that desired positicn along
the optimal route as determined by the Route Selection Model
for CSW units.,

2. The defense mode implies that each CSW unit mounted on the ADPC
dismount, selects a defensive firing position along a line through
the APC perpendicular to the location of the threat, and deploys
directly to that position,




The following assumptions concerning the offensive and defensive
tactical deployment of CSW units are currently made in DYNCOM.

1. All CSW units mounted on a specified personnel carrier,
LAPC, dismount when either:

a. the maneuver unit leader stops,

b. LAPC reaches a specified distance, DSDMT(LAPC),
from a full objective, or

¢. the personncl carrier becomes a mobility kill.

9. The atlack mode is employed by dismounted CSW units when
its maneuver unit is an attacking unit and has not reached a
full objective.

3. The defense mode is employed by dismounted CSW units when
its maneuver unit is a delaying or defending unit, or when an
attacking maneuver unit reaches a full objective.

If it has been determined that a specified personnel carrier, noted by
LAPC, is to dismount its CSW units, and they are to deploy in the attack mode,
cach crew will select a firing position in its sector of responsibility relative to
the enemy threat location.

In the current version of DYNCOM, a personnel carrier on which CSW
1 units are mounted is representcd as a section, The location of the threat
position, (XT, YT), of a specified personnel carrier, LAPC, operating in an
attacking mancuver unit, is determined as follows:

1. If earrier LAPC has a single enemy target assigned to it, the
coordinates of the targei's location is taken to be the threat
position, (XT, YT).

{ 2. If LAPC has multiple enemy targets assigned to it, (XT, YT) is
taken to be the coordinates of the centroid of those targets'
current positions.

1 3. If LAPC reaches a distance, DSDMT(LAPC), from a [ull ob-
jective, the personnel carrier stops and dismounts its CSW
units. The threat position (XT, YT) is taken to be the ocation
of the full objective. The tactical doctrine of whether to
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dismount CSW units at a specified distance from a full objective
is specified by input data as follows:

D ~ CSW units will dismount from
LAPC at a distance, D, from
DSDMT(LAPC) = a full objective; and

0 ~ otherwise,

Assume that the personnel carrier, LAPC, has an assigned sector of
responsibility of angle ANGSEC(LAPC) and that there are NCTOT CSW units
mounted on LAPC. Furthermore, assume that SECMID is the angle from the
dismount point bisecting the assigned sector of responsibility, measured in
the X-Y battlefield coordinate system. The distance of the threat position from
the dismount point is noted by DTHRT, An example of the sector of responsi-
bility for a personnel carrier is given in Figure 5.1 for NCTOT = 4 CSW units
The coordinates of the dismount point are noted in Figure 5.1 by (XC, YC).
Each CSW unit is assigned equal-sized sectors of responsibility denoted by the
angle, SECTOR, in the figure. The coordinates of the assumed threat location
for each unit are determined as a function of DTHRT and the unit's sector of
responsibility. The assumed threat lccations for each CSW unit are noted by
(XT1, YT1), =+, (XT4, YT4) for each of the four units in Figure 5.1 and are
used to determine the optimal firing position for each CSW unit. The selection
of primary and alternate desired firing positions is discussed in a subsequent
section.

If the dismounted CSW units are to deploy in the defense mode, each
crew selects a firing position along a line through the personnel carrier,
LAPC, perpendicular to the specified direction of the threat as shown in
Figure 5.2. Thelength of the line along which the dismounted CSW units are
deployed, noted by RLIMIT(LAPC) is specified by input data, The threat posi-
tion, (XT, YT), is taken to be the centroid of enemy target locations assigned
to LAPC.

Crew-Served Weapon Unit Controller

The basic structure of the extended crew-served weapon models in
DYNCOM, illustrated in Figure 5.3, isgivenin the following discussion. When
it is determined in the simulation that the current element is either a personnel
carrier which is to dismount CSW units in the current event or a dismounted
CSW unit, subroutine CSWCON, which controls the computations for crew-
served weapon units, is called, 1f the element isapersonnel carrier, primary
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Figure 5. 3. --Logic Flow Diagram of the lixtended
Crew-Served Weapon Models
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and alternate desired firing positions, as well as the optimal route to the
primary firing position, are determined as a function of the deployment mode
for each CSW unit on the personnel carrier, If the element is a dismounted
CSW unit, the movement path for the event is determined, and the element is
moved as required. Control is then returned to the basic armor module to
process the unit through the firing models.,

The computational procedure of subroutine CSWC ON is given below.
The logic and computational procedures employed to determine desired firing
positions and optimal routes, and to move dismounted CSW units, are presented
in later sections. A complete list of all variable definitions for the extended
crew-served weapon models is given at the end of the chapter.

1. If the current element, ICE, is not an APC, go to step 20.
Otherwise, go to step 2.

2. If all crews on the APC (element number LAPC) seek firing
positions in the attack mode;i.e., CSDSMT = 1; go to step 3.
Otherwise, go to step 15.

3. Determine NCTOT, the number of crews mounted on LAPC.

4. Compute the sector of responsibility, SECTOR, for each crew;
iaea 9

ANGSEC(LAPC)
NCTOT ’

SECTOR =

5. Set NCR equal to the CSW unit number of the first crew mounted
on LAPC.

6. Compute the angle, ANGAL, of the line through the center of the
crew's sector of responsibility; i.e.,

ANGAL = SECMID - (ANGSEC(LAPC) + SECTOR)
2
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10.

11.

12,

13.

14.

Compute coordinates, (XTI, YTI), of the position relative to
which crew NCR will select its firing position; i.e.,

XTI = XC + (DTHRT) - cos(ANGAL)
YTI = YC + (DTHRT) - sin(ANGAL)
DIWC = DTHRT - RMIN(NCR) (see Figure 1),

Compute coordinates, (XXR1, YYR1) and (XXR2, YYR2) of the
boundary points for delermining the width of the fire position
selection grid; i.e.,

XXR1 = XC + (DIWC) * cos(ANGAL - SECTOR/2)
YYR1 = YC + (DIWC) - sin(ANGAL - SECTOR/2)
XXR2 = XC + (DIWC) - cos(ANGAL + SECTOR/2)
YYR2 = YC + (DIWC) - sin(ANGAL + SECTOR/2),

Y

Compute WIDTH, the width of the fire position selection grid; i.e.,

WIDTH = 1\ XXR1 - XXR2)2 + (YYR1 - YYR2)2

Determine the primary desired firing position, (XDF, YDI); the
alternate desired firing position, (XDFA, YDFA); and the optimal
route, [CSXRT(I, NCR), CSYRT(I, NCR) ] for crew-served
weapon unit NCR by a call to subroutine CSWGRRD,

Set { CXCUR(NCR) = XC
CYCUR(NCR) = YC
CLCPE(NCR) = LAST -1
CSMAKE(NCR) = 1
CCLOCK(NCR) = ECLOCK(LAPC) + DISMTT(NKWEP),

If all crews mounted on LAPC have been considered, go to step
36. Otherwise, go to step 13,

Set NCR equal to the CSW unit number of the next crew mounted
on LAPC,

Increment the sector of responsibility; i.c.,
ANGAL + SECTOR - ANGAL; go to step 7.

Sct NCTOT equal to the number of crew-served weapon units
mounted on LAPC,
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16,

17.

18.

19.

20.

21.

22,

23.

24,

25.

26,

27.

28.

Determine (XT, YT) for the dismounted crews in defensive
positions.

Set CSDECN(NCR) = 2,

Determine the desired firing positions for the crews in defensive
positions by a call to subroutine CSWGRD.

Set | CCLOCK(NCR) = ECLOCK(LAPC) + DISMTT(NKWEP)
CSMAKE(NCR) = 1
for all crews mounted on LAPC; go to step 36.
Set NCR equal to crew-served weapon unit number of ICE.
If NCR has a firing position and route; i.e.,
CSMAKE(NCR) # 0 or CSALT(NCR) # 0;

go to step 27. Otherwise, go to step 22.

If NCR is being employed in the attack mode; i.e.,
CSDECN(NCR) = 1; go to step 24, Otherwise, go to step 23.

Set NCTOT = 1.

Set | XC CXCUR(NCR)
YC = CYCUR(NCR)
CSMAKE(NCR) = 1
CSALT(NCR) = 1.

Determine (XT, YT), the coordinates of the position of the threat
for crew NCR.

Determine the primary desired firing position, fXDF(NCR) JYDF(NCR];
the alternate desired firing position, [XDFA(NCR),YDFA(NCR)] ;

and the optiral route [CSXRT(I, NCR),CSYRT(I, NCR)lby a call to
subroutine CSWGRD,

If NCR is to move in this event;i.e., CSMAKE(NCR) = 1 or
CSALT(NCR) = 1;go to step 28. Otherwise, go to step 30,

Set CTIME equal to the allotted event time.
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29,

30.

31.

32.

33.

34,

36,

Move CSW unit NCR as reauired by a call to subroutine CSMOVE;

go to step 36,

If CSW unit NCR is to remain at its current {iring position;i.e.,
CSMVT(NUR) = 0; go to step 36, Otherwise, go to step 31.

If CSW unit NCR has fired its specified number of rounds,
RNDCNT(NCR), at its current firing position; i.e., if
RNDCNT(NCR) = CSMVT(NCR), go to step 32. Otherwise, go

to step 36.

If CSW unit NCR is currently positioned at its primary desired
firing position [XDF(NCR, YDF(NCR) 1, go to step 33, Otherwise,

go to step 34.

( CSALT(NCR)
CSXRT(1, NCR)
CSYRT(1, NCR)
CSXRT(2, NCR)
CSYRT(2, NCR)
. CLCPE(NCR)

Set

Set { CSMAKE(NCR)
CSXRT(1, NCR)
CSYRT(1, NCR)
CSXRT (2, NCR)
CSYRT(2, NCR)

. CLCPE(NCR)

i

1

XDFA(NCR)
YDFA(NCR)
XDF(NCR)
YDF(NCR)

1; go to step 35,

1
XDF (NCR)
YDF(NCR)
XDFA (NCR)
YDFA(NCR)
1.

Move CSW unit NCR as required by a call to subroutine CSMOVE,

The computations are complete.

The seleetion of firing positions for dismounted CSW units deployed in
either the attack or defense mode is diseussed in the following seclion.

Selection of Firing Positions

Three basic factors are considered in the selection of a primary
desired firing position for a dismounted crew-served unit as follows:
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1. the portionof the threat position covered relative to the
candidate firing position, noted by TGCOV;

2. the portion of the candidate firing position covered or
concealed relative to the threat position, noted by CSWCO; and

3. the range-firepower index for the CSW unit relative to the
candidate firing position, noted by RFI, 1

Attack Mode Deployment

If the CSW units are to deploy in the attack mode after dismounting, a
fire-position selection grid is constructed in the sector of responsibility for
each dismounted CSW unit. The variables RMIN(NCR) and RMAX(NCR),
specified by input data, are used to determine the length and width, respecctively,
of the fire-position selection grid, where

RMIN(NCR) = the minimum desired firing range for CSW unit
NCR; i.e., very little increase in firing effec-
tiveness would be realized from a lesser
range, and

RMAX(NCR) = the maximum desired firing range for CSW unit

NCR; i.e., the weapon is essentially ineffective
at greater ranges.

The width of the fire-position selection grid for a specified CSW unit
is computed as the width of the sector at a distance, RMIN(NCR), from the
threat position. An illustration of the grid width, noted by WIDTH, is given
in Figure 1 for CSW unit 1. The length of the grid is computed as a function
of RMAX(NCR) and RMIN(NCR). The number of points in the grid is deter-
mined as a function of the grid size and the spacing between points, noted by
SPACE, specified by input data.

Each point in the fire position se<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>